Physics-informed neural networks in the recreation of hydrodynamic simulations from dark matter
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ABSTRACT

Physics-informed neural networks have emerged as a coherent framework for building predictive models that combine statistical patterns with domain knowledge. The underlying notion is to enrich the optimization loss function with known relationships to constrain the space of possible solutions. Hydrodynamic simulations are core constituent of modern cosmology, while the required computations are both expensive and time-consuming. At the same time, the comparatively fast simulation of dark matter requires fewer resources, which has led to the emergence of machine learning algorithms for baryon inpainting as an active area of research; here, recreating the scatter found in hydrodynamic simulations is an ongoing challenge. This paper presents the first application of physics-informed neural networks to baryon inpainting by combining advances in neural network architectures with physical constraints, injecting theory on baryon conversion efficiency into the model loss function. We also introduce a punitive prediction comparison based on the Kullback–Leibler divergence, which enforces scatter reproduction. By simultaneously extracting the complete set of baryonic properties for the SIMBA suite of cosmological simulations, our results demonstrate improved accuracy of baryonic predictions based on dark matter halo properties and successful recovery of the fundamental metallicity relation, and retrieve scatter that traces the target simulation’s distribution.
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1 INTRODUCTION

The Lambda cold dark matter model, coined the standard model of cosmology due to its widespread adoption and explanatory power, plays a crucial role in modern cosmology and astrophysics. Galaxy formation and evolution occur within virialized structures resulting from density perturbations in the early Universe, subjected to gravitational collapse (Frenk & White 2012). This leads to large-scale structure in the form of a cosmic web evolving from a somewhat smooth starting point, with dark matter haloes as gravitationally bound overdensities of the postulated main contributor to the matter content of the Universe.

As galaxies form through the condensation of cooling gas within these haloes, their resulting baryonic properties share a natural relationship with the dark matter accumulations they live in (see, for example, Rees & Ostriker 1977; Blumenthal et al. 1984). As dark matter distributions are often sufficient to extract cosmological parameters of interest, N-body simulations restricted to simulating dark matter particles or grids through gravitational interactions are common in cosmology (Springel et al. 2005; Boylan-Kolchin et al. 2009; Klypin, Trujillo-Gomez & Primack 2011; Riebe et al. 2013; Potter, Stadel & Teyssier 2017). Options in this regard include direct numerical integration and the inclusion of a scale factor to model the expansion of the Universe via general relativistic effects. These simulations are computationally cheap and fast to run compared to more complex alternatives (Efstathiou et al. 1985).

In contrast to the success of large-scale structure, modelling galaxies through N-body simulations has historically been more difficult, as baryonic physics plays a vital role through non-linear and dissipative processes at this level of granularity (Somerville & Davé 2015). At the same time, the relevance of the baryonic properties of galaxies is evident by the reason dark matter bears its name; direct observations in the electromagnetic spectrum rely on baryonic processes emitting such radiation. Methods to include the luminous baryonic matter in our simulations are thus required to enable comparisons to these observations in the first place.

Multiple avenues to circumvent these limitations have been developed. These include abundance matching, which connects the halo mass to a range of baryonic properties through the stellar...
mass. However, this traditionally requires the assumption of the preservation of rank ordering in mass (see, for example, descriptions in Wetzel & White 2010; Campbell et al. 2018), although this has been superseded by an earlier shift towards the inclusion of intrinsic scatter as well as a preference for ordering by velocity instead of mass (Reddick et al. 2013). Recent models, however, do not solely rely on mass as the halo proxy but instead use a combination of factors and introduce scatter for a non-monotonic relation (Lehmann et al. 2016; St{\i}ska{\l}ek et al. 2022). As an alternative to the rank ordering of all galaxies without separating central and satellite galaxies, halo occupancy distribution modelling makes assumptions about the satellite distributions and uses halo mass functions as an input (Berlind & Weinberg 2002).

The penultimate step in this evolution of complexity is semi-analytical models, which incur a heavier computational burden as a trade-off for using a complete physical framework. The issue these models face is the number of free parameters for which constraints have to be found (see, for example, Somerville & Primack 1999; Lu et al. 2014). These include, but are not limited to, GALFORM as presented in Cole et al. (2000) and Baugh et al. (2018), GALICS and GALICS 2.0 (see Hatton et al. 2003; Cattaneo et al. 2017), and SAGE (Croton et al. 2016). Simpler analytical formalisms for the evolution of baryonic galaxy properties exist, for example the bathtub model by Bouch{é} et al. (2010) and the reservoir model by Krumholz & Dekel (2012), as well as the equilibrium model (Dav{é}, Finlator & Oppenheimer 2012; Saintonge et al. 2013; Mitra, Dav{é} & Finlator 2015; Mitra et al. 2017).

Hydrodynamic simulations, which require the most computational resources and time, are generally considered the gold standard of an ab initio approach to galaxy formation and evolution (Vogelsberger et al. 2020). Particle-based and grid-based methods exist based on the foundation that baryonic matter can be modelled by treating gas as an ideal fluid. The former rely on computations of discrete masses, or particles, while the latter split the simulation volume into discrete spaces (Dolag et al. 2008; Somerville & Dav{é} 2015). Infl{\u00e9}uential recent hydrodynamic simulations include, for example, Illustris and IllustrisTNG (see Genel et al. 2014; Fillepich et al. 2018), Eagle as introduced in Schaye et al. (2015), and HorizonAGN by Dubois et al. (2016), as well as Mufasa and its successor SIMBA, the latter of which is used for the lion’s share of our experiments and is described in more detail in Section 2.1 (Dav{é}, Thompson & Hopkins 2016; Dav{é} et al. 2019).

In recent years, the physical sciences have experienced an exponentially rising interest in applying machine learning (ML) algorithms (Carleo et al. 2019). These developments include the acceleration of hydrodynamic simulations of galaxy formation and evolution, with Kamdar, Turk & Brunner (2016) providing one of the first examples by predicting baryonic properties in Illustris using extremely randomized trees, commonly abbreviated as ‘extra trees’, an ensemble model based on decision trees. This heralded the dominance of tree-based ensembles in related research, including Agarwal, Dav{é} & Bassett (2018) for Mufasa and Lovell et al. (2021) for Eagle, as well as Jo & Kim (2019), McGibbon & Klochfar (2022), and de Santi et al. (2022) for IllustrisTNG.

While these works apply tree-based ensembles, de Santi et al. (2022) also compare other algorithms such as k-nearest neighbours, light gradient-boosting machines, and feed-forward neural networks, and combine them with a linear regressor for improved predictions. Similarly, de Andres et al. (2022) use random forests, feed-forward neural networks, and natural and extreme gradient boosting on the Three Hundred data described by Cui et al. (2018), and provide an example of favouring boosting over tree-based methods. In this case, extreme gradient boosting is reported to reach the best accuracy, while natural boosting retrieves the most scatter as a probabilistic regressor.

Jespersen et al. (2022) apply graph neural networks to IllustrisTNG. However, they only use the dark matter version and compute baryonic properties with a semi-analytical model, effectively making the predictor emulate such a model instead of a hydrodynamic simulation. Other works exist that focus on alternative algorithms or hybrid approaches. Moster et al. (2021), for example, apply wide and deep neural networks (WDNNs) and reinforcement learning. However, the baryonic properties are calculated not through a hydrodynamic simulation but EMERGE, an empirical model that statistically links properties from surveys instead of simulating baryonic physics (Moster, Naab & White 2018). The prediction problem is flipped by von Martens et al. (2022), who retrieve dark matter haloes from their baryonic properties in IllustrisTNG instead.

Moews et al. (2021), on the other hand, extend the equilibrium model by incorporating largest-progenitor merger trees, and combine it with extra trees into a hybrid approach. One disadvantage of such analytical models is that they predict a limited set of properties. They can, however, be looped into both the training and prediction steps of machine learning algorithms by first predicting a limited set of properties with the analytical model and then using these predictions together with halo properties to predict the complete set of baryonics. Related work on hybrid models is done by LSST Dark Energy Science Collaboration (2020), who generate mock catalogues by combining empirical and semi-analytical models. This leads to the weighted Monte Carlo sampling of baseline catalogues to improve statistical realism.

St{\i}ska{\l}ek et al. (2022), similarly to Moster et al. (2021), also use a WDNN approach for IllustrisTNG and HorizonAGN, and include a comparison with extra trees, but with a particular focus on reproducing the intrinsic scatter of the galaxy–halo connection. The reason is a well-known failure of commonly used machine learning algorithms when applied to hydrodynamic simulations to retrieve the expected scatter. The prediction of a Gaussian probability distribution for estimating targets does, of course, impose a constraint on the scatter. Still, probabilistic approaches to scatter reproduction are commonly encountered features in the literature (see, for example, Lehmann et al. 2016; Desmond et al. 2017; Mitra et al. 2017; Cao et al. 2020).

Machine learning methods that rely on standard metrics like the mean squared error (MSE) face certain limitations. The dominant drawback for this application area is that these models aim to recreate the provided data without knowledge of the underlying physical theory. Some prior work tries to solve this issue, for example the mentioned reports on weighted sampling through baseline libraries by LSST Dark Energy Science Collaboration (2020) and prediction of baryonic subsets to aid the machine learning model (Moews et al. 2021). Another more direct way is injecting theory directly into the learning process of neural network architectures, with such models coined physics-informed neural networks (PINNs; Raissi, Perdikaris & Karniadakis 2019).

Originally developed for the finding of solutions for partial differential equations, PINNs are rooted in older research on neural networks for ordinary and partial differential equations (see, for example, Dissanayake & Phan-Thien 1994; Lagaris, Likas &
Fotiadis 1998). In such models, knowledge represented as suitable equations offers domain constraints. Various approaches exist that include physical equations into the loss function, while replacing a lengthy simulation with a machine learning model has become common practice in many scientific endeavours (McCarn Deiana et al. 2022). The line of thinking behind this approach is simple; instead of evaluating the model solely on prediction accuracy through metrics such as the MSE, additional loss components can enforce compliance with additional parameter relationships. For a more in-depth overview of this rapidly expanding area of physics-driven deep learning, we refer interested readers to the reviews by Karatiadakis et al. (2021) and Cuomo et al. (2022).

PINNs are not entirely alien to the field of astrophysics in general. Recent work by Mishra & Molinaro (2021) targets the simulation of radiative transfer by minimizing the residual of the underlying transfer equations, while Martin & Schaub (2022) bypass inefficiencies of gravity models to learn representations of small-body gravity fields directly. Other recent examples include Branca & Pallottini (2022) on solutions for interstellar medium chemistry and the finding of quasi-normal modes of non-rotating black holes (Cornell, Ncube & Harmsen 2022). The development and application of these architectures offer a powerful way to add knowledge to observational evidence to enforce adherence to theoretical models in training the machine learning algorithm.

In this paper, we present the first way to incorporate the concept of PINNs into the active research field of the completion of dark matter-only information in cosmological simulations with baryonic properties. To achieve this goal, we modify the training process of a deep learning model through two different novel extensions of the loss function. The first part is based on the standard approach of injecting physical theory into these models and adds the stellar-to-halo mass relation (SHMR) as described by Moster et al. (2010) into the training process. This double power law is subsequently used by Moster et al. (2018) to parametrize the instantaneous baryon conversion efficiency, meaning the efficiency with which gas is transformed into stars, and provides a theory-oriented constraint.

While this relation can, of course, be argued to be an empirical prescription rather than physical theory, an argument for being physics-informed is given through the baryon conversion efficiency, with higher $M_b$ values leading to the collection of more baryons. In detail, this link is more complicated, and although sufficient for an exploratory study on the benefit of these types of constraints, we discuss the limitations. In a broader sense, the description as physics-informed stems from the name of the model family itself.

The second part, which presents another novel addition, forces the model to recreate the scatter of the underlying hydrodynamic simulation by including the Kullback–Leibler divergence (KLD) as an asymmetric distance measure between approximations of the probability distributions for training targets and associated model predictions (Kullback & Leibler 1951; Ferdosi et al. 2011). This differs in its motivation from the inclusion of the SHMR from Moster et al. (2010), as it targets the recreation of scatter and not an improvement in mean accuracy. In doing so, we show that our extensions of existing machine learning approaches in baryon inpainting from dark matter halo properties are a powerful tool for modern cosmological simulations.

Compared to the baseline model, our results demonstrate improvements in both predictive accuracy and the reproduction of scatter, and show suitable correlations between target variables and model predictions. The contribution pertains to the broader field of machine learning in astrophysics, including adding physical theory into predictive models and using distributional loss components.

The remainder of this paper is structured as follows. In Section 2, we provide an overview of our machine learning approach and data. Section 2.1 describes the SIMBA suite of cosmological simulations and our data set. Section 2.2 covers the functionality and justification of our baseline PINN model; Sections 2.3 and 2.4 introduce extensions of the loss function for the SHMR and a distribution comparison between predictions and target values, respectively. Section 3 presents our experiments and their results. Specifically, Section 3.1 explains the fitting of our theory constraint to SIMBA and the weighting of loss function components. Section 3.2 provides the results for our predictions, and Section 3.3 shows correlations for individual data point accuracy. Section 4 discusses our findings, limitations of our approach, and follow-ups. Lastly, Section 5 provides our conclusions.

2 DATA AND METHODOLOGY

2.1 Simulation data from the SIMBA suite

The SIMBA simulation models the co-evolution of gas and dark matter within an expanding metric using the GIZMO code (see Hopkins 2015), which itself is based on the GADGET-2 (Springel et al. 2005). It employs the meshless finite mass hydrodynamics method, which marries the convenience of a mass-conserving particle-based code with the shock and instability-capturing advantages of a Riemann solver-based scheme.

Many so-called sub-grid processes have been added to GIZMO to model the formation and evolution of galaxies. These include radiative cooling and photoionization heating, chemical enrichment from stellar evolution, the formation of stars and supermassive black holes, the energy release (‘feedback’) from supernovae and black hole accretion discs, and the growth and destruction of dust. The complete model detailing these sub-grid prescriptions is described in Davé et al. (2016, 2019).

SIMBA simulations begin in the linear regime at redshift $z = 249$, and are evolved to $z = 0$, meaning today. 151 snapshot outputs are stored at various redshifts along the way. The main SIMBA run models a random cube of 147 Mpc (comoving) on a side, represented by 1024$^3$ gas elements and 1024$^3$ dark matter particles. The minimum (adaptive) spatial resolution is 0.7 kpc. The simulation assumes a Planck-concordant cosmology (see Planck Collaboration XIII 2016) of $\Omega_m = 0.3$, $\Lambda = 0.7$, $H_0 = 68 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\sigma_8 = 0.82$, and $n_s = 0.97$. This results in a mass resolution of $1.8 \times 10^7$ per gas element and $9.5 \times 10^7$ per dark matter particle.

Each snapshot is analysed using the CAESAR galaxy/halo catalogue package. For each halo identified for SIMBA using GIZMO’s native three-dimensional (3D) Friends-of-Friends (FoF) finder, CAESAR identifies galaxies as collections of stars and dense gas via a 6D FoG algorithm. The most massive galaxy within a halo is defined as the central, and the others are satellites. A large range of physical and photometric properties are computed for each halo and galaxy. For this work, the key galaxy quantities are the stellar mass ($M_*$), star formation rate (SFR), SFR-weighted gas-phase metallicity (Z), neutral hydrogen mass ($M_{\text{HI}}$), molecular hydrogen mass ($M_{\text{H}_2}$), and central supermassive black hole mass ($M_{\text{BH}}$).

These properties are obtained by summing the relevant particles in each galaxy. For haloes, the relevant quantities are the total mass ($M_h$), the dark matter half-mass radius ($r_h$), and the dark matter velocity dispersion ($\sigma_v$). The catalogues are stored as Hierarchical Data Format version 5 (HDF5) files, and CAESAR provides a simple yet powerful PYTHON-based access interface. The SIMBA snapshots
and catalogues are all publicly available online for use by the scientific community.\footnote{https://simba.roe.ac.uk}

Our work uses central galaxies from the m100n1024_l51 version of the SIMBA main runs. Entries for which $M_{\text{BH}} = 0$ are dropped to avoid zero-mass black holes distorting the distributions of predictions in our experiments, which is in line with related research covered in Section 1. This allows predictive models to focus on the recovery of accurate shapes for exploratory studies, while a sharp cutoff from seeding processes in hydrodynamic simulations complicates this in continuous prediction spaces. These considerations, as well as potential solutions, are further discussed in Section 4.

Similarly, we restrict the range of included halo masses to $11 \leq \log_{10}(M_{h}) \leq 14$, following the same related research. Apart from these pre-processing steps, we refrain from any further alterations. While suitable data selections could lead to improved predictions, the goal of this paper is to maintain generalizability. For the model training and prediction processes, we apply min–max normalization to input and target variables to scale values within the same interval $[0, 1]$ and then revert predictions to their proper scales.

### 2.2 Physics-informed neural network model

The concept of PINNs rests on the assumption that data-driven statistical learning can be enhanced with domain knowledge. This integration can be implemented using different frameworks, as covered in the overview of Section 1 and related reviews (Karniadakis et al. 2021; Cuomo et al. 2022). One approach is to generate more data specifically crafted to enforce domain knowledge into the model. While simple, this approach requires large amounts of additional data to cover a broad region of the input-variable space, effectively introducing observational biases into the inductive analysis (Yang & Perdikaris 2019; Kashefi, Rempe & Guibas 2021).

Another approach involves designing specific learning algorithms that embed knowledge into the learning architecture, for example, convolutional neural networks for images and speech (see LeCun & Bengio 1995), graph neural networks (see Zhou et al. 2020; Wu et al. 2021), and networks for Hamiltonian systems, among others (Jin et al. 2020). Implementing this approach is difficult because embedding physical laws within a neural network architecture is limited to simple processes. Complex processes require architectural designs that cannot be easily realized with current learning frameworks; even relatively simple processes need complex and elaborate designs. Regarding practical applications, a second complication of these purpose-designed models is creating a network specific to a given problem, making the transfer to new domain applications time-consuming.

The third approach we adopt here enriches the loss function to explicitly incorporate constraints, usually as partial differential equations (Lagaris et al. 1998; Raissi et al. 2019). The benefit is a decoupling between the machine learning strategy and the embedded knowledge; the corresponding framework has broader applicability since the learning architecture is built independently of the underlying physical laws. Normally, the loss function is extended to include a measure of the accuracy of each prediction and the degree of alignment with a physical constraint.

The ability of PINNs to generalize well goes beyond approximation theorems. The representational power of neural networks is well known; under limited assumptions, any continuous function can be approximated to an arbitrarily close fit using a neural network with a finite number of hidden nodes and one hidden layer (Cybenko 1989; Yarotsky 2017). It should be noted that representational power is not equivalent to generalization power. Adding domain knowledge to the loss function improves the generalizability of PINNs by reducing the bias component of error while keeping the variance component under control (Hastie, Tibshirani & Friedman 2009).

In traditional PINNs, the final loss, $L_f$, is a weighted combination of two losses: one is the data-driven empirical loss, $L_s$, and the other is the domain-knowledge constraint, $L_c$, with respective weights $w_s$ and $w_c$, so that

$$
L_f = w_s L_s + w_c L_c.
$$ (1)

The first term is the conventional loss obtained in traditional neural networks through methods such as the squared difference between predictions and target values. Training a network $\text{NN}_d$ that aims to find a near-optimal parameter vector $\theta$, for example, through gradient descent, yields a surrogate for a solution to processes such as complex simulations. The corresponding output $\hat{f}(x)$, where $x$ is a feature vector, serves to adjust the weights during training by looking at a loss function $L_s(\hat{f}(x), y)$. Here, $y$ is the true response variable, or the target value from the underlying hydrodynamic simulation in our case, and $\hat{f}(x)$ is our model-provided estimate.

The additional term, $L_c$, adds domain constraints, usually as differential equations. Specifically, the term captures the partial differential residuals as covered in Section 2.3. In our study, the inputs to the neural network are $x := [M_0, r_0, \sigma_0]$ corresponding to dark matter halo mass at present, dark matter half-mass radius, and dark matter halo velocity dispersion, respectively.

The outputs are $y := [M_*, \text{SFR}, Z, M_{\text{BH}}, M_{\text{HI}}, M_{\text{HI}}, M_{\text{BH}}]$ corresponding to stellar mass, SFR, metallicity, neutral and molecular hydrogen masses, and black hole mass, respectively. During training, we aim to minimize the residual sum of squares,

$$
L_s = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} (y^{(j)} - \hat{f}^{(j)}(x_i))^2.
$$ (2)

Here, $N$ is the number of examples in the training data, while $M$ is the respective target space subject to prediction.

As the subsequent distribution-based loss is calculated over each epoch’s output for the training data, we take the arithmetic mean of the residual sum of squares for each training iteration. Domain knowledge minimizes a different loss function, $L_c$, forcing the final model to obey the constraint from physical knowledge. Here, we assume points $\{x_i\}$ sampled across the entire input space. In the next section, we explain the domain loss in detail. With the defined loss functions, the neural network $\text{NN}_d$ is trained to obtain parameters $\theta$ using efficient optimization methods, such as gradient descent. The weights $w_s$ and $w_c$ enable different contributions to the final loss function and can be tuned automatically as part of the optimization process.

### 2.3 Inclusion of baryon conversion efficiency

As the name suggests, the SHMR links the stellar mass of a given galaxy to the dark matter halo mass. Suitable parametrizations have been shown to reflect the galaxy mass function observed in the third data release of the Sloan Digital Sky Survey (see Panter et al. 2007) more closely, as it does not assume a constant SHMR. The instantaneous baryon conversion efficiency $\epsilon$ is the rate at which gas is transformed into stars. This efficiency can be described by an SHMR parametrized through a double power-law model as shown by Moster et al. (2010).
The latter introduces a parametrization that follows observations by avoiding a surplus of galaxies at low and high masses. For two slopes \( \beta \) and \( \gamma \) that are used to determine the decrease in efficiency at lower and higher masses, respectively, the parametrization takes the form
\[
\epsilon(M, z = 0) = 2\epsilon_N \left( \left( \frac{M_0}{M_1} \right)^{-\beta} + \left( \frac{M_0}{M_1} \right)^{\gamma} \right)^{-1}.
\]
Here, \( \epsilon_N \) is the normalization, while \( M_1 \) denotes the characteristic mass at which the respective efficiency is the same as its normalization. Moster et al. (2018) use this to parametrize the instantaneous baryon conversion efficiency, showing that peak conversion efficiency takes place at halo masses similar to the characteristic mass,
\[
M_{\text{max}} = M_1 \left( \frac{\beta}{\gamma} \right)^{(\beta+\gamma)^{-1}},
\]
with the general assumption of \( \beta, \gamma > 0 \). The integrated baryon conversion efficiency is dependent on redshift (see Moster, Naab & White 2013), and the mentioned work allows for parameters of the instantaneous efficiency to vary, with
\[
\log_{10} M_1(z) = M_0 + M_1 (1 - \frac{z}{z + 1})^{-1} = M_0 + M_1 \left( \frac{z}{z + 1} \right),
\]
and with the normalization and slopes given by
\[
\epsilon_N(z) = \epsilon_0 + \epsilon_1 (1 - \frac{z}{z + 1})^{-1} = \epsilon_0 + \epsilon_1 \left( \frac{z}{z + 1} \right),
\]
\[
\beta(z) = \beta_0 + \beta_1 (1 - \frac{z}{z + 1})^{-1} = \beta_0 + \beta_1 \left( \frac{z}{z + 1} \right),
\]
\[
\gamma(z) = \gamma_0.
\]
As we operate at \( z = 0 \), these considerations are simplified and need only be optimized for single values. In Section 3.1, we will cover this optimization for SIMBA data using maximum likelihood estimation (MLE), with ranges provided by prior research on this parametrization. This view on the SHMR can then be included, for a given data set size of \( N \), into the loss function of equation (1) as
\[
\mathcal{L}_k = \sum_{i=1}^N \left( \frac{\hat{M}_k}{M_k} - 2\epsilon_N \left( \left( \frac{M_0}{M_1} \right)^{-\beta} + \left( \frac{M_0}{M_1} \right)^{\gamma} \right)^{-1} \right)^2.
\]
This injection of domain knowledge provides an additional constraint for the model, which subsequent experiments show to benefit the model in recovering the mean relation better.

Including the \( M_* - M_h \) relationship used in this study is physically informed through the link to the baryon conversion efficiency, which is given through the fact that bigger dark matter haloes are able to collect more baryons, thus forming more stars. This is, of course, a simplified treatment, but sufficient for exploratory work, and drawbacks are further discussed in Section 4.

### 2.4 Constraints from predictive distributions

Reproducing the scatter found in hydrodynamic simulations when predicting baryonic properties based on dark matter haloes is a known challenge in the literature (Cui et al. 2018; Stikaskell et al. 2022). As described in Section 1, probabilistic approaches relying on parametrized distribution families are common. In this work, we target the reproduction based on the training data distribution directly by introducing a second extension to the standard loss function in equation (2) (see Section 2.2).

The KLD is a statistical distance measure to assess the difference between two distributions. Introduced by Kullback & Leibler (1951), it has found various applications in astrophysics in recent years (see, for example, Ben-David, Liu & Jackson 2015; Hee et al. 2016; Moews et al. 2019; Nicola, Amara & Refregier 2019). For a given reference distribution \( P \) and proposal distribution \( Q \), the KLD can be written as
\[
D_{\text{KL}}(P||Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)},
\]
or, correspondingly, with an integral for absolutely continuous probability distributions. One important point is that the KLD is not a distance metric due to its status as an asymmetric difference measure. This means that
\[
D_{\text{KL}}(P||Q) \neq D_{\text{KL}}(Q||P),
\]
as it calculates a directional information loss when approximating \( P \) via \( Q \). It also does not satisfy the triangle equality,
\[
d(a, c) \leq d(a, b) + d(b, c),
\]
with points \( \{a, b, c\} \in M \) for a given metric space \( M \). Given the above, the KLD is applicable only when a ‘true’ reference distribution is used. Fortunately, this is the case here, as we want to calculate the difference between the distributions of model predictions and their respective targets.

Following Fussell & Moews (2019), who propose the incorporation of the KLD into the loss function in the context of generative modeling – although without implementing the proposal due to conflicting success metrics – we extend equation (1) to
\[
\mathcal{L}_k = w_s \mathcal{L}_s + w_c \mathcal{L}_c + w_{KL} \mathcal{L}_{KL}.
\]
Here, the KLD is part of the overall loss function through a normal assumption placed on the target and prediction distributions, as the loss needs to remain easily differentiable for error backpropagation during training. This means that
\[
\mathcal{L}_{KL} = D_{\text{KL}} \left( \mathcal{N}(\mu, \sigma) || \mathcal{N}(\hat{\mu}, \hat{\sigma}) \right),
\]
for target mean and variance, \( \mu \) and \( \sigma \), and corresponding predictions, \( \hat{\mu} \) and \( \hat{\sigma} \). In doing so, and as described in the overview in Section 1, we impose an additional constraint on the learning process by forcing the model to recreate the approximate distribution of the underlying training data. This extension focuses on the more accurate reproduction of the scatter found in the underlying simulation, not on the improvement of the mean accuracy. In later sections, we will see how this avoids an underprediction of tails in the scatter of the baryonic properties of interest.

Fig. 1 provides a schematic for the complete model incorporating both the SHMR from Section 2.3 and the KLD, which we dub the ‘Hybrid’ model going forward. The lower part of the figure shows the neural network model, going from input data containing information from a set of dark matter halo properties to baryonic predictions, \( \hat{y} \), as the model output. The components of the loss function are encased by a dashed line, listing the MSE, the KLD introduced in this section, and the SHMR. The respective weights of these components can be selected based on the predictive performance of the neural network, which we cover as part of our experiments in Section 3.1.

The normal assumption made for the respective distributions is, of course, not without fault. In particular, it remains to be seen in the results whether this assumption can lead to a decrease in mean predictive accuracy for sufficiently non-normal distributions.
However, it provides an approximation that is differentiable for the purpose of backpropagation during training and is computationally cheap enough to result in reasonable training times on small numbers of graphics processing units (GPUs) without requiring access to stacks in large-scale supercomputing solutions. We reserve part of the discussion in Section 4 to list possible alternatives in related follow-up research.

3 EXPERIMENTS AND RESULTS

3.1 The stellar-to-halo mass relation in SIMBA

We first train a simple feed-forward neural network, a multilayer perceptron (MLP), using only the MSE in the loss function, and then use this baseline model to predict all six parameters. In order to efficiently explore and optimize the hyperparameter space, we adopt a sequential model-based optimization (SMBO) approach. The SMBO algorithm iteratively updates the surrogate model, explores the hyperparameter space by sampling new configurations, evaluates their performance using the objective function, and refines the search process based on the observed results, allowing for a reasonably fast and continuous optimization. For this, we use the Optuna hyperparameter optimization framework to determine the optimal number of layers and neurons in the hidden layers (Akiba et al. 2019). The search space was set to be between 3 and 10 layers and 30–100 neurons per layer, following common choices for similarly structured problems.

After invoking the optimization module, the best configuration displayed 9 hidden layers with 80 artificial neurons, each with a rectified linear unit (ReLU) activation function, equally following current practice. In addition, we split off 10 per cent of the data set as a validation set to perform a search on the weights, freely chosen in [0, 1], for the loss function components, \( w = [w_1, w_k, w_{KL}] \). These weights are optimized through a combination of grid-search Bayesian optimization and meta-heuristics using Optuna (Akiba et al. 2019). They are optimized to minimize the overall loss on a validation set, averaged over 10 runs. As in most optimization techniques, the trivial solution of assigning the least possible value to each weight is avoided by imposing a constraint on the weights, meaning the sum of the weights is a constant.

While an MLE approach is infeasible due to the model retraining for each run, this allows us to gauge a suitable combination of weights. The best-fitting combination is tested for 10-fold cross-validation using the MSE and the mean absolute percentage error (MAPE), with the results listed in Table 1. As Fig. 2 and the top panels of Fig. 3 show, this basic model can recover the basic pattern of the SHMR represented in equation (3). However, the pattern exhibits a diminished variance at lower and higher halo masses and is expected to flat around the characteristic \( M_{\text{max}} \) value.

As a result, the predictions show a flatter relation than 1:1 relative to the true distribution from SIMBA, indicating a bias. We note that SIMBA’s galaxy sample is limited in stellar mass, which results in a diagonal completeness limit in the SHMR. This leads to galaxies with a high \( M_*/M_h \) ratio for their halo mass being preferentially included in the sample; such asymmetric completeness (known as Malmquist bias) is common in astrophysics, but can be difficult for machine learning algorithms to recover.

Our PINN, on the other hand, is constructed by encoding equation (3) into the loss function as shown in Section 2.3. The parameters of the resulting loss component shown in equation (7) are estimated through MLE. MLE is performed to optimize the parameters of equation (3) and, accordingly, of the PINN part of the loss function in equation (7). Here, the likelihood function is the density function regarded as a function of given parameters \( \theta \),

\[
L(\theta) = \sum_{i=1}^{n} f(x_i | \theta), \quad \text{with } \theta \in \Theta, \tag{13}
\]

where \( \Theta \) is the corresponding parameter space and \( f(\cdot) \) is the probability density function. We can estimate the optimal combination of

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\( (w_1, w_k, w_{KL}) \) & MSE & MAPE \\
\hline
(1, 0.6, 1.3) & 0.02579 (0.0016) & 1.098 (0.0532) \\
\hline
\end{tabular}
\caption{Optimization of best-fitting loss function component weights using SMBO. The table lists the MSE and MAPE for various loss function weight combinations in the hybrid model. The values in brackets list the associated standard deviations.}
\end{table}
parameter values of interest, \( \hat{\theta} \), as

\[
\hat{\theta} = \arg \max_{\theta \in \Theta} \mathcal{L}(\theta | x),
\]

which results in a choice of parameter values that make the observed data the most probable. Different values in a wide range have been reported on equation (3) (Shankar et al. 2017; Kravtsov, Vikhlinin & Meshcheryakov 2018; Behroozi et al. 2019). Instead of directly applying these numbers, they become the initial guess of our estimator, and the range of values is considered a constraint. The best-fitting parameters for the test set are \( \epsilon_N = 0.02, M_1 = 12.19, \beta = 1.1, \) and \( \gamma = 0.78 \). With this extra constraint, the predicted SHMR pattern better recovers the curvature around \( M_{\text{max}} \) in Fig. 3. Equation (3), however, as a double power-law function, this additional constraint cannot introduce the scatter found in the cosmological simulation and still displays a slightly biased recovery of the true SHMR relation.

To retrieve the scatter, we need a way to provide information as part of the loss function, effectively forcing the model to recreate it. For this, we extend the loss function with an additional component using the KLD, which we introduced in Section 2.4. This distributional divergence measurement has a history of being used in various cosmological applications, as discussed in Section 1, including the study of properties and auxiliary observational data on baryonic physics (Yasin et al. 2023). The resulting predictions from this hybrid scheme track the respective target values more faithfully and with less bias.

We calculate the mean and covariance matrix of the training data and construct a multivariate Gaussian distribution in six dimensions, one for each prediction target property. By including the KLD-based loss in equation (8) into the overall loss function, we create a hybrid model combining the PINN with a KLD measurement as written in equation (11). Table 2, listing the MSE as well as the coefficient of determination (\( R^2 \)) and the Pearson correlation coefficient (\( \rho \)), demonstrates the benefit on the predictive power of these models.

![Figure 3](https://academic.oup.com/mnras/article-abstract/527/2/3381/7342487/3387)

**Figure 3.** Top: Hexagonal joint histograms of the predicted SHMR from different models and the true SHMR calculated from the SIMBA test set, as well as corresponding double power laws as described in equation (3). From left to right, the panels show the results from the baseline MLP, the PINN, and the hybrid PINN + KLD model. The SIMBA data are shown in green. Bottom panels: Hexagonal joint histograms of the predicted versus target SHMR for different models and the test set, with colour coding as described above. The diagonal line indicates \( x = y \) for the resulting correlation plots.

<table>
<thead>
<tr>
<th>Model</th>
<th>MSE</th>
<th>( R^2 )</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moster relation</td>
<td>0.545</td>
<td>0.730</td>
<td>0.855</td>
</tr>
<tr>
<td>MLP</td>
<td>0.024</td>
<td>0.821</td>
<td>0.906</td>
</tr>
<tr>
<td>PINN</td>
<td>0.023</td>
<td>0.827</td>
<td>0.910</td>
</tr>
<tr>
<td>Hybrid (PINN + KLD)</td>
<td>0.020</td>
<td>0.848</td>
<td>0.921</td>
</tr>
</tbody>
</table>

We plot the SHMR relative to the halo mass in Fig. 3 to provide a visual overview. This confirms that the hybrid approach between extra physical knowledge and distributional adherence outperforms both the baseline model and the PINN alone. The latter provides information on the mean trends of the SHMR, while the KLD helps the neural network to mimic the substantial scatter, which an exact equation does not provide. Compared to the baseline MLP, the figure shows that the distributional component helps predict the SHMR more accurately at lower halo masses while tracing the downward scatter at higher halo masses.

To better understand the correlation between targets and predictions, the bottom panels of Fig. 3 show the SHMR values from SIMBA on the horizontal axis, with SHMR values from model predictions on the vertical axis. The result would follow the plot’s diagonal line for a perfect model. The visuals, which indicate a better correlation for the PINN compared to the MLP, and for the hybrid model compared to both, are confirmed by the corresponding correlation measurements in Table 2. As discussed in Section 2.4, the normal assumption for the KLD constraint could be argued to enable a decrease in mean accuracy in some cases, and these preliminary results demonstrate the overall ability of the model to use the constraint in a non-detrimental manner. Apart from the SHMR, the KLD also improves the model’s...
predictability on other baryonic properties, which we will cover, 
together with potential explanations for an improvement instead of 
no discernible difference in case of no negative effect of the normal 
assumption, in Sections 3.2 and 4.

3.2 Predicting baryonic properties from dark matter haloes

After establishing the effect on SHMR prediction, we expand our 
analyses to the full set of six baryonic properties, \( \{M_*, \text{SFR}, Z, M_{\text{BH}}_1, M_{\text{BH}}_2, M_{\text{BH}}_3\} \). To better understand the cause of these results, we 
calculate \( \rho \) values between the entire set of available parameters in 
Fig. 4.

Fig. 5, where these variables are plotted against the halo mass, 
shows that each parameter is reasonably well predicted upon visual 
inspection. In particular, the model excels for \( M_* \) and \( M_{\text{BH}}_1 \), while the 
performance on SFR and \( M_{\text{BH}}_2 \) is subject to a scatter taper at higher 
halo masses. In the values of Fig. 4, we can see that the correlations 
between the dark matter halo properties used as inputs, meaning 
\( \{M_*, \text{SFR}, \sigma_h\} \), for these variables are considerably lower compared to 
the rest of the investigated properties. At the same time, good results 
are equally reflected in strong correlations for stellar and black hole 
masses. As covered in Section 3.1, this is aided by the additional 
SHMR constraint in the loss function.

Following this, we explore secondary correlations between different 
variables, analogous to a similar analysis performed by Agarwal 
et al. (2018). Fig. 4 indicates that galaxies with higher SFR exhibit 
positive correlations with \( M_{\text{BH}}_1 \) and \( M_{\text{BH}}_2 \), and a negative correlation 
with \( Z \). To test whether our model correctly learns the split in the 
specific SFR,

\[
\text{sSFR} = \frac{\text{SFR}}{M_*}. 
\]

We plot these properties against the stellar mass and colour data 
points using the distance in sSFR values from the mean \( M_* \text{-sSFR} \) 
relation, \( \Delta \log_{10} \text{sSFR} \), in Fig. 6. The colour coding highlights the 
ML model’s recovery of the second-parameter correlation through 
the sSFR, which is also seen in SIMBA. This means that the data 
points plotted in the figure are predictions of our model, not data 
points extracted from the simulation. The resulting mean scaling 
relations are drawn for model predictions and the corresponding data 
from the underlying SIMBA simulation, with the former tracing the 
results of Agarwal et al. (2018) and Davé et al. (2019).

Both mean scaling relations are obtained by fourth-order polynomial 
fitting, and we provide the 6th to 93rd percentile range for SIMBA 
data indicated by grey shading. In doing so, the figure provides the 
simulation distribution as a reference in addition to the colour-coded 
model predictions. We use a bin size of 0.2 for the \( \log_{10} M_* \) values in 
solar masses along the horizontal axis for the latter. The divergence 
between confidence intervals and the mean scaling relation for 
metallicity in SIMBA at lower stellar masses is an artefact of a small 
number of data points available at this range, but we include this 
left-hand interval to exemplify potential peculiarities encountered in 
such analyses.

As our approach is a prediction problem using approximations, 
it is not perfectly consistent, just like other works on machine 
learning for baryonic inpainting into dark matter haloes. Here, the
underprediction of scatter at higher stellar masses is notable for \( M_{\text{H}_2} \) compared to SIMBA. At the same time, the relationships of \( Z, M_{\text{H}_1}, \) and \( M_{\text{H}_2} \) to the sSFR are preserved around the mean scaling relations, although in a cleaner split than is the case in the target values provided by the SIMBA cosmological simulation suite.

While similar patterns can be found in SIMBA, the discrepancies in polynomial fits can be attributed to the wave-like nature common to neural network predictions. This can depend on the activation function and refers to the non-linear change in the vertical distribution of data points in Fig. 6. While common features in these types of models, the present exploratory study demonstrates the viability of our approach and is discussed further in Section 4. MLP predictions without extensions to the loss function severely underpredict the scatter across the board at higher stellar masses. The overall distribution of predictions stays within the SIMBA-indicated areas. The recovery of secondary correlations between SFR (or gas content), metallicity, and stellar mass, known as the fundamental metallicity relation, is an important success of this machine learning framework.

### 3.3 Correlations for separate prediction targets

In this section, we further analyse the quality of model outputs. Similar to our visualizations in Section 3.2, we wish to compare the model predictions to the underlying target data from the SIMBA suite of cosmological simulations, but separately for different baryonic properties. Fig. 7 shows kernel density estimates (KDEs) for all six target properties. For the bandwidth optimization, we make use of Scott’s rule as the default heuristic in a variety of statistical software.
packages for a data set length |X| with a given dimensionality,

$$\tilde{\beta} = |X|^{-(\text{dim}(X)+4)^{-1}}.$$  \hspace{1cm} (16)$$

In addition, we also plot the same for the baseline multilayer perception used in previous comparisons. These density plots reveal a reasonably close agreement regarding scatter between SIMBA and our model’s predictions for all baryonic properties. While the baseline model is already performing well on the stellar mass and, to a degree, on the black hole mass, it visibly struggles with the scatter of the remainder of the target properties.

Our hybrid model shows major improvements in the distributions of SFR, Z, $M_{\text{baryon}}$, and $M_{\text{BH}}$. For the MLP, the predicted distributions form a sharp peak around the mean, demonstrating especially difficult-to-retrieve scatter for the SFR and the molecular hydrogen mass. While the injected physical knowledge on the SHMR does not aid with scatter predictions but instead with the accuracy of associated properties, the KLD loss component contains extra information on distributions that allows for the production of the necessary scatter.

To quantify these improvements, we compare the baseline model and our hybrid approach in Table 3, providing MSE, $R^2$, $\rho$, and KLD values as for previous comparisons. Here, we can see the expected high correlations for $M_*$, $M_{\text{baryon}}$, and, to a lesser degree, Z, comparable to prior research on different hybrid approaches in this area (Moews et al. 2021).

While the latter does not use neural network architectures or direct injection of information into a loss function, they build an additional analytical model into the prediction pipeline and use full largest-progenitor merger trees, which demonstrates the capability of our loss function extensions. Despite the correct prediction of mean relations, results for SFR, $M_{\text{baryon}}$, and $M_{\text{BH}}$ are not quite as perfect when viewed next to the remaining baryonic properties. One reason is that we use a single neural network model to predict all variables simultaneously instead of using separate models. The downside is that the model cannot focus solely on a 1D prediction, but this is not desirable, as it also bars the model from learning the connections between different target variables. The result, however, is that properties with a smaller correlation coefficient in terms of input variables, as shown in Fig. 4, are more difficult to recover.

For the SFR and both hydrogen masses, we can see in Fig. 6 that there is more scatter at higher dark matter halo masses for these targets in particular, which usually have higher scatter compared to $M_*$, Z, and $M_{\text{BH}}$ (Shankar et al. 2017). Another reason for prediction errors is likely found in the normal assumption. To calculate the KLD loss and implant it into the backpropagation, we assume a 6D Gaussian distribution, which is not completely true for our data. More complex approximations, however, are beyond the scope of this initial study due to often prohibitive computational costs and the challenge of maintaining differentiability but are discussed in Section 4.

There are potential solutions, which include the injection of more information, for example, on scatter relations, into the loss function. Another pathway is applying more data, such as merger tree information, into the input features. The main purpose of this paper is to show that PINNs, which make use of extra physical knowledge, together with a second distributional loss component, can improve model performance in this challenging area and demonstrate the utility that current developments in deep learning approaches can provide for the simulation of baryonic properties.

4 DISCUSSION AND LIMITATIONS

The application of modern machine learning methods to the completion of N-body information has emerged as a growing area of interest in recent years. Here, the sometimes mentioned unreasonable effectiveness of tree-based ensembles, most commonly random forests and extra trees, is that these models are comparatively simple in their functionality, and yet, as covered in Section 1, are frequently found to outperform neural network architectures in this area. For standard feed-forward frameworks, the universal approximation theorem even guarantees the ability to represent arbitrary functions under very limited assumptions (Cybenko 1989; Hornik, Stinchcombe & White 1989; Maiorov & Pinkus 1999). These theoretical capabilities do not, however, touch upon the ‘learnability’ of these functions, as there are a wide variety of hyperparameters to consider.

While tree-based ensembles are simple, they too are not immune to such limitations, and more recent research has discussed expected error rates as non-monotonous functions concerning the number of ensemble constituents to be set by the user (Probst & Boulesteix 2018). With the first application of machine learning to this specific area having arguably started with Kandar et al. (2016), recent works such as Moster et al. (2021), Jespersen et al. (2022), and Stiskalek et al. (2022) have demonstrated the performance potential of suitably chosen neural network architectures.

One issue that remains is the limitations set by the data used for training and prediction in supervised machine learning models. A popular adage from the early days of computer science still widely used is ‘garbage in, garbage out’, expressing the constraints on arbitrarily powerful models by insufficient data sets. While the results of cosmological simulations are, of course, by no means garbage, they are also limited by the physics they implement and the chosen assumptions and simplifications. PINNs provide a way to go beyond these ingredients, forcing the model to consider further explicitly specified physical relationships.

Extinctions of this exploratory study on the application of PINNs in this area could address complications from the black hole seeding process, including zero-mass black hole values in the data set. As
Table 4. Data set size and input variables for related works and this paper. Here, \(S_{x,y,z}\) denotes the different components of the spin, \(V_c\) the maximum circular velocity in the subhalo, \(N_b\) the number of dark matter particles bound to the subhalo, \(\lambda_h\) the halo spin, and \(\rho_s\) the local halo density. Sets for additional information at higher redshifts are indicated using braces.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Kamdar et al. (2016)</td>
<td>249,370</td>
<td>(M_b, S_x, S_y, S_z, \sigma_h, N_b, V_c)</td>
<td></td>
</tr>
<tr>
<td>Agarwal et al. (2018)</td>
<td>3400</td>
<td>({M_b}_i, {\rho_h}_i, \lambda_h, \sigma_h)</td>
<td></td>
</tr>
<tr>
<td>Moews et al. (2021)</td>
<td>13,132</td>
<td>({M_b}_i, \sigma_h)</td>
<td></td>
</tr>
<tr>
<td>Dai et al. (this work)</td>
<td>14,247</td>
<td>(M_b, \sigma_h)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Performance metrics for related works. The table lists the coefficient of determination \(R^2\) and Pearson’s correlation coefficient \(\rho\) for each output variable. Here, in addition to the variables described throughout this paper, \(M_{\text{tot}}\) denotes the total gas mass of a subhalo in the indicated paper.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_b)</td>
<td>0.91</td>
<td>0.95</td>
<td>0.90</td>
</tr>
<tr>
<td>SFR</td>
<td>0.63</td>
<td>0.79</td>
<td>0.55</td>
</tr>
<tr>
<td>(Z)</td>
<td>0.93</td>
<td>0.96</td>
<td>0.73</td>
</tr>
<tr>
<td>(M_{\text{HI}})</td>
<td>0.67</td>
<td>0.85</td>
<td>–</td>
</tr>
<tr>
<td>(M_{\text{BH}})</td>
<td>–</td>
<td>–</td>
<td>0.35</td>
</tr>
<tr>
<td>(M_{\text{BH}})</td>
<td>–</td>
<td>–</td>
<td>0.51</td>
</tr>
<tr>
<td>(M_{\text{BH}})</td>
<td>0.72</td>
<td>0.85</td>
<td>–</td>
</tr>
</tbody>
</table>

This inclusion is likely to distort the predictive distributions due to a sharp cut-off, the question is whether models can be trained to sufficiently differentiate between these two regimes or an additional distinction step is required. A secondary discriminative model is a potential solution for this challenge, which would take the place of a filter that assigns feature vectors to two different models; one for zero-mass black hole predictions and one for the remaining majority of data points. While beyond the scope of this study, this could avoid smearing effects in the space between those two cases.

An additional extension to the presented research is the inclusion of other hydrodynamic simulations, as varying implementation details can lead to differences in the produced data sets. One example for this is the presence of quenching in SIMBA, which impacts the correlation between SFR and \(M_*\). Depending on the goal of work in this area, for example, when focusing on the main sequence, other simulations can be considered to suit these needs.

Our additional implementation of distributional compliance as part of the loss function puts a further constraint on the model, which targets scatter fidelity. The direct incorporation of this additional knowledge into the architecture also goes beyond prior work on the inclusions of analytical models, which relies on physical computations outside of and before the application of machine learning models, as previously implemented by Moews et al. (2021).

At the same time, the predictive power of our architecture relies on the suitability of the included loss function components in terms of both the physical domain knowledge provided and the choice of a density approximation method. As covered in Section 3.1, the inclusion of baryon conversion efficiency through the relationship between \(M_*\) and \(M_b\) presents a simplification. This is especially the case due to stellar feedback resulting in lowered efficiency at lower masses and AGN feedback resulting in lowered efficiency at high masses. For future research, if this particular constraint is to be kept as part of the model, this should be further refined to more closely follow physical theory and represent a limitation.

The natural extension of our work, although beyond the scope of this paper, is the identification and analysis of additional domain knowledge to be injected into the loss function, thus allowing the model to root its learning in a more complete set of physics. Another pathway is replacing our normal assumption with more complex approximations that allow for non-Gaussian features and multimodal distributions.

In Table 4, we list the data set sizes and different dark matter properties used as inputs in similar works providing the same performance metrics (Kamdar et al. 2016; Agarwal et al. 2018; Moews et al. 2021). In contrast to this paper, all three comparable studies employ tree-based models, with the largest data set used by Kamdar et al. (2016). The latter also provide their model, in addition to \(M_b\) and \(\sigma_h\), with the three spin components, number of dark matter particles bound to the subhalo, and maximum circular velocity in the subhalo, but omit \(r_h\) as used in our work. This supplies additional information on the dark matter halo of their model.

Similarly, Agarwal et al. (2018) do not include \(r_h\), but add the halo local density, with \(\{M_b\}_i\) denoting not only the current halo mass at \(z = 0\) but also the five preceding snapshots at higher redshifts, which provides information on the recent merger history. Conversely, \(\{\rho_r\}_i\) indicates the set of nearby halo mass densities within radii \(r \in \{200, 500, 1000\}\) (in kpc) focused on the halo’s mass centre, thus providing additional information in a similar way. That being said, their data set is the smallest in this line-up.

The work most closely aligned with ours in terms of inputs is Moews et al. (2021), although largest-progenitor merger trees over the entirety of a halo’s evolution are provided instead of only the current halo mass. More importantly, their hybrid approach uses an analytical formalism to pre-compute a subset of baryonic properties with a physical model, feeding the merger trees into both the latter and the subsequent machine learning model.

In Table 5, we list the performance metrics, \(R^2\) and \(\rho\), for these related works to enable a discussion of differences in data and model approach. With regard to Kamdar et al. (2016), our model yields a close performance on \(M_*\) and \(M_{\text{BH}}\), but with a less robust prediction of SFR and \(Z\). This could be due to the size of the ILLUSTRIS data set used by the authors, which is about eight times larger than our available SIMBA data, as more suitable data usually lead to a better performance in machine learning models (Zhou et al. 2014).

Agarwal et al. (2018) use MUFASA, the predecessor of SIMBA, and benefit from their inclusion of prior halo masses and halo mass densities at different distance radii. Our model’s results are comparable for \(M_*\) and \(M_{\text{BH}}\), with a slight underperformance for \(Z\), but there is a notable degradation in \(M_{\text{BH}}\) and SFR predictions. Based on the correlation matrix in Fig. 4, these two properties are highly correlated, meaning that an improvement in one in future research should impact the other. One potential reason for this degradation is the larger scatter in SIMBA higher halo masses, while Agarwal et al. (2018) pre-select their galaxies to be star forming, which strongly reduces the scatter at high masses.

Lastly, Moews et al. (2021) develop a hybrid approach that combines an extra trees ensemble with the equilibrium model and incorporates merger trees into the latter. The same data and model inputs are used in both works, save for the largest-progenitor merger trees that are fed into both the physical and machine learning models. While our model achieves close results on \(M_*\), \(Z\), \(M_{\text{BH}}\), and, to a lesser degree, \(M_{\text{BH}}\), metrics of SFR and \(M_{\text{BH}}\) are lower. Here, the difficulty in predicting the SFR due to the large scatter could be data-driven, while Moews et al. (2021) utilize a physical model for this property. At the same time, our model outperforms these results on \(Z\), which reflects the equilibrium model’s difficulty with this quantity.
Overall, unlike our method focusing on the retrieval of accurate scatter, the above models are optimized for accuracy and make use of more information on the dark matter halo. The results of both Agarwal et al. (2018) and Moews et al. (2021) show a considerably less accurate scatter retrieval than can be seen in our experiments, with noticeable underprediction of the tails. The aim of this work is not to replace existing research but to demonstrate modifications that can increase the predictive ability of deep learning models in this area. Since the data set, model, and purpose are different, this comparison provides a direction for future research targeting the combination of these strengths. With regard to the model architecture, the closer approximation of scatter along each variable’s range instead of a general distribution parameter per variable could further improve the retrieval of scatter. While beyond the scope of this work, this should be combined with a closer look at alternative activation functions to potentially alleviate the wave-like nature of some predictions as described in Section 3.2.

For follow-up research not using PINNs, or machine learning models that do not require the loss function to be differentiable for backpropagation as described in Section 2.4, we recommend extensions to the comparison of target and prediction distributions. This work uses the KLD to calculate the difference between those distributions under the normal assumption. While a reasonably close proposition for the data used in our experiments, this limits our model’s effectiveness when directly transferred to markedly non-Gaussian data sets. In such cases, the spread of predictions through the variance would still be enforced, but in the case of, for example, a starkly multimodal distribution, the recreation of these distributional features would not be a major component of the optimization. This is also the reason for concerns covered in Section 2.4 with regard to potential negative effects on the mean accuracy, for example in case of strongly skewed distributions. Such negative effects are not present in our results, but could be argued to be a more relevant concern for starkly non-normal distributions in other research.

One point that should be discussed beforehand is the improvement in MSE, $R^2$, and $\rho$ values in Table 2. While no decrease in these key performance indices, as covered above, shows that the distributional constraint allows for retaining the level of accuracy achieved only through the inclusion of the SHMR, an improvement is not immediately intuitive, as the KLD component targets the scatter reproduction, not the predictive accuracy. The underprediction of tails is a common problem in the application of machine learning models to predict baryonic properties from dark matter halo information; this is the case not only in this research, but also in other publications, as mentioned above.

One possibility is that a more accurate distribution that places the data and predictions within the same range reduces, on average, the point-by-point error through a more accurate distribution width. Another reason could be found in the reduced underprediction of tails, which can be viewed as a subcase of the first possibility, as it results in a decreased potential for errors stemming from a lack of accurate predictions in these regions.

As the comparison needs to be reasonably fast, approaches such as Bayesian mixture models as well as associated methods that are more complex (see, for example, Moews & Zuntz 2020) are likely to slow down the training process too much. As a compromise, a KDE, also known as the Parzen–Rosenblatt window after Rosenblatt (1956) and Parzen (1962), can be used, although this is limited to lower dimensionalities. We propose two ways to circumvent the latter limitation. The first is applying 1D KDEs on a variable-by-variable basis and then averaging the KLDs between these estimates. While the advantage is the good fit in $\mathbb{R}^1$, this can lead to a subset of variables not being forced to follow the target distribution as long as the KLD average remains small.

The alternative is to make use of dimensionality reduction methods such as principal component analysis, which collapses the $n$-dimensional coordinate space, for $n$ variables, into orthogonal vectors ranked by their ability to explain the variance (for a recent overview, see Jolliffe & Cadima 2016). Reducing the coordinate space to a subspace in $\mathbb{R}^2$ would, for example, still allow for reasonably good KDE approximations while retaining each variable’s contribution to a combined KLD. The same line of thought does, of course, also apply to other density approximation and dimensionality reduction methods.

5 CONCLUSION

In this paper, we transfer the paradigm of PINNs to predicting baryonic properties for associated dark matter halo variables. We adapt this approach in two different ways. The first includes the SHMR, a double power law previously used to parametrize the instantaneous baryon conversion efficiency. While this is a more established way to include physical theory into PINNs, our second extension is the enforcement of baryonic scatter in simulations under a normal assumption using the KLD between the underlying cosmological simulation and predictions. In doing so, and separately from improvements in the mean accuracy of predictions, we solve the common problem of scatter reproduction in this area, which is merged directly into the machine learning model.

We first test the improvement for the more traditional approach to PINNs, meaning the injection of physical domain knowledge into the loss function, and demonstrate a positive effect on the model’s performance. The hybrid approach combines these strengths by including the measurement of distributional differences and outperforms the standard PINN model. Subsequent tests of the scatter retrieval show more faithful reproductions for baryonic properties. These improvements in scatter are especially notable for molecular hydrogen masses and SFRs but can also be seen for neutral hydrogen masses and metallicities. In particular, our model successfully recovers the fundamental metallicity relation.

Our experiments demonstrate that PINNs, a rapidly expanding area of research across various subfields of physics, offer a way to directly bake theoretical constraints and distributional adherence into neural network architectures when painting baryonic properties into galactic dark matter haloes. As such, they can be used to complete cosmological $N$-body simulations based on full hydrodynamic simulation suites, although this comes with the same caveats as other research in this area.

The inference of physics from simulations operates under the assumption that such simulations are a sufficiently close approximation of the real world. Any machine learning models learning from those simulations are subject to the same assumption. That said, including physical models in the learning process enables these algorithms to include domain information beyond the underlying cosmological simulations.

Potential follow-ups include additional physical models specific to galaxy formation and evolution into the loss function, and further constraints based on observational data or other simulations to diversify the data sources. Our presented framework is widely applicable to large-scale cosmological simulations and the study of the utility and effect of physical domain knowledge on galaxy evolution emulators. It provides a further piece in the puzzle of fully using modern machine learning in astrophysics.