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This paper explores differences between Connectionist y»oposals for cognitive
architecture and the sorts of models that have traditionally bcen assumed in
cognitive science. We claim that the major distinction is that, while both Con-
nectionist and Classical architectures postulate representational mental states,
the latter but not the former are committed to a symbol-level of representation,
or 10 a ‘language of thought': i.e., to representational states that have combina-
torial syntactic and semantic structure. Several arguments for combinatorial
structure in mental representations ure then reviewed. These include arguments
based on :he ‘systematicity’ of mental representetion: i.e., on the fact that
cognitive capacities ¢lways exhibit certain symmetries, so that the ability to
enieriain a given thought implies the ability to entertain thoughts with semanti-
cally related contents. We claim that such arguments make a powerful case that
mind/brain architecture is not Connectionist at the cognitive level. We then
consider the possibility that Connectionism may provide an account of the
neural (or ‘abstract reuroiogical’) siructures in which Classical cognitive archi-
tecture is implemented. We survey a number of the standard arguments that
have been offered in favor of Connectionism, and concliide that they are cohe-
rent only on this interpretation.
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1. Introduction

Connectionist or PDP models are catching on. There are conferences and
new books nearly every day, and the popular science press hails this new
wave of theorizing as a breakthrough in understanding the mind (a typical
example is the article in the May issue of Science 86, called “How we think:
A new theory”). There are also, inevitably, descriptions of the emergence of
Corinectionism as a Kuhnian “paradigm shift”. (See Schneider, 1987, for an
example of this and for further evidence of the tendency to view Connec-
tionism as the “new wave” of Cognitive Science.)

The fan ciub includes the most uniikely collection of people. Connectio-
nism gives solace both to philosophers who think that relying on the pseudo-
scientific intentional or semantic notions of folk psychology (like goals and
veliefsy mislead psychologists into taking the computational approach (e.g.,
P.M. Churchland, 1981; P.S. Churchland, 1986; Dennett, 1986); and tc those
with nearly the opposii.: perspective, who think that computational psycholo-
gy is bankrupt because it doesn’t address issues of intentionality or meaning
(e.g., Dreylus & Dreyius. in press). On the computer science side, Connec-
tionism appeais to theorists who think that serial machines are too weak and
must be replaced by radically new parallel machines (Fahlman & Hinton,
1986), while on the biological side it appeals to those who believe that cogni-
tion can only be understood if we study it as neuroscience (e.g., Arbib, 1975;
Sejnowski, 1981). It is also attractive to psychologists who think that much
of the mind (including the part involved in using imagery) is not discrete
(e.g., Kosslyn & Hatfield, 1984), or who think that cognitive science has not
paid enough attention to stochastic mechanisms or to “holistic” mechanisms
(e.g., Lakoff, 1986), and so on and on. It also appeals to many young cogni-
tive scientists who view the approach as not only anti-establishment (and
therefore desirable) but aiso rigorous and mathematicai {see, however, foot-
note 2). Almost everyone who is discontent with contemporary cognitive
psychoiogy and current “information processing” models of the mind has
rushed to embrace “the Connectionist alternative”.

When taker as a way of modeling cognitive architecture, Connectionism
really does represent an approach that is quite different from that of the
Classical cognitive science that it seeks to replace. Classical models of the
mind were derived from the structure of Turing and Von Neumann machines.
They are not, of course, committed to the details of these machines as
exemplified in Turing’s original formulation or in typical commercial comput-
ers; only to the basic idea that the kind of computing that is relevant to
understanding cognition involves operations on symbols (see Fodor 1976,
1987; Newell, 1980, 1982: Pylyshyn, 1980, 1984a, b). In contrast, Connec-
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tionists propose to design systems that can exhibit intelligent behavior without
storing, retrieving, or otherwise opcrating on structured symbolic expres-
sions. The style of processing carried out in such models is thus strikingly
unlike what goes on when conventional machines are computing some func-
tion.

Connectionist systems are networks consisting of very large numbers of
simple but highly interconnected “units™. Certain assumptions are generaily
made both about the umits and the connections: Each unit is assumed to
receive real-valued activity (either excitatory or inhibitory or both) along its
input lines. Typically the units do little more than sum this aamty and change
their state as a function (usuaily a threshold function) of this sum. Each
connection is allowed to modulate the activity it transmits as a function of an
intrinsic (but modifiable) property called its “weight™. Hence the activity on
an input line is typically some non-linear function of the state of activity of
its sources. The behavior of the acisvork as a whole is a function of the initial
state of activation of the uuits and of the weights ca its connections. which
serve as its only form of memory.

Numerous elaborations of this basic Connectionist architecture are possi-
ble. For example, Connectionist models often have stochastic mechanisms
for determining the level of activity or the state of a unit. Moreover, units
may be connected to owside environments. In this case the units are some-
times assumed to respond to 2 narrow range of combinations of parameter
values and are said to have a certain “receptive field” in parameter-space.
These are called “value units™ (Ballard, 1986). In some versions of Connec-
tionist architecture, environmental propertics are encoded by the pattera of
states of entire populations of units. Such “coarse coding™ techniques are
among the ways of achieving what Cornectionist call “distributed representa-
tion”.! The term ‘Connectionist meéei’ (iike ‘T&ring Machine’ or ‘Van
Neumann machine’) is thus appiied to a family of mechanisms that differ in;
details but share a galaxy of architectural commitments. We shall return to
the characterization of these commitments below.

Connectionist networks have been analysed extensively—in some cases

'Thedtfference between Conncctionist networks @ which the state of a single umit earodes properiies of
the world (i.c., the so-called ‘localist’ networks) and ones in which the pattemn of States of an entire popualation
of units does the encoding (the so called Wm&ﬁmm}amwmgm
by many people working on Connectionist models. Although Consectionists debate the relative werils of
localist {or ‘compact’) versus distribuicd representations {(e.g., ch !%) the Estimetion will usually be
of little consequence for our purposes, for reasons that we give lazer. For simmplichty, wihen we wish to refer
indifferentiy o either single unit codes or aggregate distributed codes, we shafl refer to the aodes” i 2
network, When the distinction is relevant to cur discussion, bowever, we shall explicaly mask the difference
by refcrring either to units or to aggregate of enits.
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using advanced mathematical techniques.’ They have also been simulated on
computers and shown to exhibit interesting aggregasz properties. For exam-
ple, thev can be “wired” to recognize patterns, to exhibit rule-like behavioral
regularities, ar.d to realizc virtually any mapping from patterns of (input)
parameters to patterns of (output) parameters—though in most cases multi-
parameter, multi-valued mappings require very large numbers of units. Of
even greater interest is the fact that such networks can be made to learn; this
is achieved by modifying the weights on the connections as a function of
certain kinds of feedback (the exact way in which this is done constitutes a
preoccupation of Connectionist rescarch and has lead to the development of
such important technigues as “back propagation™).

In short, the =tudy of Connectionist machines has led to a number of
striking and unanticipated findings; it’s surprising how much computing can
be done with a uniform network of simple interconnected elements.
Moreover, these models have an appearance of neural plausibility that Clas-
sical architectures are sometimes said to lack. Perhaps, then, a new Cognitive
Science based on Connectionist networks should replace the old Cognitive
Science based on Classical computers. Surely this is a proposal that cught to
be taken seriously: if it is warranted, it implies a major redirection of re-
search. :

Unfortunately, however, discussions of the relative merits of the two ar-
chitectures have thus far been marked by a variety of confusions and irrele-
vances. It’s our view that when you ciear away these misconceptions what's
left is a real disagreement about the nature of mental processes and mentai
representations. But it seems to us that it is a matter that was substantially
put to rest about thirty years ago; and the arguments that then appeared to
militate decisively in favor of the Classical view appear to us to do so still.

In the present paper we will proceed as follows. First, we discuss some
methodological questions about levels of explanation that have become en-
meshed in the substantive controversy over Connectionism. Second, we try
to say what it is that makes Connectionist and Classical theories of mental

*One of the attractions of Connectionism for many people is that it does employ some heavy mathematical
machinery, as can be seen from a glance at many of the chapiers of the two volume collection by Rumelhart,
McClelland and the PDP Research Group (1986). But in contrast to many other mathematically sophisticated
arcas of cognitive science, such: as automata theory or parts of Artificial Irtelligence (particularly the study of
search, or of reasoning and knowledge representation), the mathematics has not been used to map out the
limits of what the proposed class of mechanisms can do. Like a great deal of Artificial Intelligence research,
the Connectionist approach remains almost entirely experimental; mechanisms that look interesting are pro-
posed and explored by implementing them on computers and subjecting them to empirical trials to see what
they will do. As a consequence, although there is a great deal of mathematical work within the tradition, one
has very little idca what various Connectionist networks and mechanisms are good for in general.
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structure incompatible. Third, we review and extend some of the traditional
arguments for the Classical architecture. Though these arguments have been
somewhat recast, very little that we’ll have to say here is entirely new. But
we hope to make it clear how various aspects of the Classical doctrine cohere
and why rejecting the Classical picture of reasoning leads Connectionists to
say the very implausibie things they do about logic and semantics. In part
four, we return to the question what makes the Connectionist approach ap-
pear attractive to so many people. In doing so we’ll consider some arguments
that have been offered in favor of Connectionist networks as general models
of cognitive processing.

Levels of explanation

There are two major traditions in modern theorizing about the mind, one
that we’ll call ‘Representationalist” and one that we’ll call ‘Eliminativist’.
Representationalists hold that postulating representational (or ‘intentional’
or ‘semantic’) states is essential to a theory of cognition; according to Rep-
resentationalists, there are states of the mind which function to encode states
of the world. Eliminativists, by contrast, think that psychological theories can
dispense v.ith sucli semantic notions as representation. According tc
Eliminativists the appropriate vocabulary for psychological theorizing is
neurological or, perhaps behavioral, or perhaps syntactic; in any event, not
a vocabulary that characterizes mental states in terms of what they represent.
(For a neurological version of eliminativism, see P.S. Churchland, 1986; for
a behavioral version, see Watson, 1930; for a syntactic version, see Stich,
1983.)

Connectionists are on the Representationalist side of this issue. As
Rumelhart and McClelland (1986a, p. 121) say, PDPs “are explicitly con-
cerned with the problem of inteinal representation™. Correspondingly, the
specification of what the states of a network represent is an essential part of
a Connectionist medel. Consider, for exampie, the well-known Connectionist
account of the bistability of the Necker cube (Feldman & Ballard, 1982).
“Simple units representing the visual features of the two alternatives are
arranged in competing coalitions, with inhibitory ... links between rival fea-
tures and positive links within each coalition .... The result is a network that
has two dominant stable states” (see Figure 1). Notice that, in this as in all
cther such Connectionist models, the commitment 0 mental representation
is explicit: the label of a node is taken to express the representational content
of thc state that the device is in when the node is excited, and there are nodes

corresponding to monadic and to relational properties of the reversibic cube
when it is seen in one way or the other.
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Figure 1. A Connectionist network model illustrating the two stable representations of
the Necker cube. (Reproduced from Feldman and Ballard, 1982, p- 221,
with permission of the publisher, Ablex Publishing Corporetion.)

There are, to be sure, times when Connectionists appear to vacillate be-
tween Representationalism and the claim that the “cognitive level” is dispens-
able in favor of a more precise and biologically-motivated level of theory. In
particular. there is a lot of talk in the Connectionist literature about processes
that are “sub-symbolic™—and therefore presumably not representational. But
this is misleading: Connectionist modeling is consistently Representationalist
iiv practice, and Representationalism is generaliy endorsed by the very
theorists who also like the idea of cognition ‘emeing frem the subsym-
bolic’. Thus, Rumelhart and McClelland (1986a, p. 121) insist that PDP mod-
els are “... strongly committed ¢~ the study of representation and process”.
Similarly, though Smolensky (1988, p. 2) takes Connectionism to articulate
regularities at the “sub-symbolic level” of analysis, it turns out that sub-sym-
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bolic states do have a semantics, though it’s not the semantics of representa-
tions at the “conceptual level”. According to Smolensky, the semantical dis-
tinction between symbolic and sub-symbolic theories is just that “entities that
are typically represented in the symbolic paradigm by [single] symbols are
typically represented in the sub-symbolic paradigm by a large number of
sub-symbols”.? Both the concepiual and the sub-symbolic levels thus post-
ulate representational states, but sub-symbolic theories slice them thirner.

We are stressing the Representationalist character of Connectionist
theorizing because much Connectionist methodological writing has been
preoccupied with the question ‘What level of explanation is appropriate for
theories of cognitive architecture? (see, for example, the exchange between
Broadbent, 1985, and Rumelhart & McClelland, 1985). Aad, as we’re about
to see, what one says about the ievels question depends a fot on what stand
one takes about whether there are representational states.

It seems certain that tiie world has causal structure at very many different
levels of analysis, with the individuals recognized at the lowest levels being,
in general, very small and the individuals recognized at the highest levels
being, in general, very large. Thus there is a scientific story to be told about
quarks; and a scientific story to be told about atoms; and a scientific story to
be told about molecuies ... ditto rocks and stones and rivers ... ditto galaxies.
And the story that scientists tell about the causal structure that the world has
at any one of these levels may be quite different from the story that they tell
about its causal structure at the next level up or down. The methodological
implication for psychology is this: If you want to have an argument about
cognitive architecture, you have to specify the level of analysis that’s supposed
to be at issue.

If you're not a Representationalist, this is quite tricky since it is then not
obvious what makes a phenomenon cognitive. But specifying the level of
analysis relevant for theories of cognitive architecture is no problem for either
Classicists or Connectionists. Since Classicists and Connectionists are both
Representationalists, for them any level at which states of the system are
taken to encode properties of the world counts as a cognitive level; and no
other levels do. (Representations of “the world” include of course, represen-
tations of symbols; for example, the concept WORD is a construct at the
cognitive level because it represents something, namely words.) Correspond-

*Smolensky scems to think that the idea of postulating a level of representations with a semantics of
subconceptual features is unique to network theories, This is an extraordinary view considering the extent to
which Classical theorists have been concerned with feature analyses in every area of psychology from phonetics
to visual perception io {exicography. In fact, the question whether there are *sub-conceptual® features is neutral
with respect to the question whether cognitive architecture is Classical or Connectionist,
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ingly, it’s the architecture of representational states and processes that discus-
sions of cogniiive architecture are about. Put differently, the architecture of
the cognitive system consists of the set of basic operations, resources, func-
tions, principles, etc. (generally the sorts of properties that would be described
in a “user’s manual” for that architecture if it were available on a computer),
whese domain and range are the representational states of the organism.*

It follows, that, if you want to make good the Connectionist theory as a
theory of cognitive architecture, you have to show that the processes which
operate on the representatione! states of an organism are those which are
specified by a Connectionist architecture. It is, for example, no use at all,
from the cognitive psychologist’s point of view, to show that thc nonrepresen-
tational (e.g., neurologicai, o; molecular, or quantum mechanical) states of
an organism constitute a Connectionist network, because that would leave
open the question whetler the mind is a such a network at the psychuiogical
level. 1t is, in particular, perfectly possible that nonrepresentational neurolo-
gical states are interconnected in the ways described by Connectionist models
but thiat the representational states theniselves are not. This is because, just as
it is possible to implement a Cunnectionist cognitive architecture in a network
of causally interacting nonrepreseniationai elemenis, so too it is perfectly
possible to implement a Classical cogpitive architecture in such a network.’
In fact, the quesiion whether Connectionist networks should be treated as
models at some level of implementation is moot, and will be discussed at
some length in Sectior 4.

It is important to be clear about this matter of levels on pain of simply
trivializing the issues about cognitive architecture. Consider, for example,
the following remark of Rumelhart’s: “It has seemed to me for some years
now that there must be a unified account in which the so-called rule-governed
and [the] exceptional cases were dealt with by a unified underlying process-—a

‘Sometimes, however, even Representationalists fail to appreciate that it is representation that distinguishes
cognitive from noncognitive levels. Thus, for example, although Smolensky (1988) is clearly a Represen-
tationalist, his official answer to the question “What distinguishes those dynamical systems that are cognitive
from those that arc not?” makes the misiake of appealing to complexity rather than intentionality: “A river
... fails to be a cognitive dynamical system only because it cannot satisfy a large range of goals under 2 lerge
range of conditions.” But, of course, that depends on how you individnate goals and conditions; the river that
wants to get to the sea wants first to get half way to the sea, and then to get hait way more, ..., and so on;
quite a lot of goals all told. The real point, of course, is that states that represent goals play a role in the
etiology of the behaviors of people but not in the ctiology of the *behavior of rivers.

*That Classical wrchitectures can be implemented in networks is no disputed hy Conncctionists; see for
cxample Rumelhart and McClelland (19864, p. 118): “... one can make an arbitrary computational machine
out of lincar threshold units, including, for example, a machine that can carry out all the cperations necessary
for implementing a Turing machine; the one limitation is that real hiological systems cannot be Turing
machines because they have finite hardware.”.
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process which produces rule-like and rule-exception behavior through the
application of a single process ... [In this process] ... both the rule-like and
non-rule-like behavior is a product of the interaction of a very large number
of ‘sub-symbolic’ processes.” (Rumelhart, 1984, p. 60). It’s clear from the
context that Rumelhart takes this idea to be very tendentious; one of the
Connectionist claims that Ciassical theories are required to deny.

But in fact it’s not. For, of course there are ‘sub-symbolic’ interactions that
implement both rule like and rule violating behavior; for example, quantum
mechanical processes do. That’s not what Classical theorists deny; indeed,
it’s not denied by anybody who is even vaguely a materialist. Nor does a
Classical theorist deny that rule-following and rule-violating behaviors are
both implemented by the very same neurological machinery. For a Classical

“theorist, neurons implement all cognitive processes in precisely the same
way: viz., by supporting the basic operations that arc required for symbol-
processing.

What would be an interesting and tendentious claim is that there’s no
distinction between rule-following and rule-violating mentation at the cogni-
tive or representational or symbolic level; specifically, that it is not the case
that the etiology of rule-following behavior is mediated by the representation
of expilicit rules.® We will consider this idea in Section 4, where we will argue
that it too is not what divides Classical from Connectionist architecture; Clas-
sical models permit a principied distinction between the etiologies of mental
processes that are explicitly rule-governed and mental processes that aren’t;
bui they don’t demand one.

In short, the issue between Classical and Connectionist architecture is not
about the explicitness of rules; as we’ll presently see, Classical architecture
is not, per se, committed to the idea that explicit rules mediate the etiology
of behavior. And it is not about the reality of representational states; Classi-
cists and Connectionists are all Representational Realists. And it is not about
nonrepresentational architecture; a Connectionist neural network can per-
fectly well implement a Classical architecture at the cognitive level.

So, then, what is the disagreement between Classical and Connectionist

architecture about?

“There is a different idea, freguently encountered in the Connectionist literature, that this one is easily
confused with: viz., that the distinction between regularities and exceptions is merely stochastic (what makes
went’ an iriegular past tense is just that the more frequent construction is the one cxhibited by ‘walked). It
seems obvious that if this claim is correct it can be readily assimilated to Classical architecture (see Section 4).
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2. The nature of the dispute

Classicists and Connectionists all assign semantic content to something.
Roughly, Conneciionists assign semantic content to ‘nodes’ (ihat is. to units
or aggregates of units; see footnote 1)—i.c., to the sorts of things that are
typically labeied in Connectionist diagrains; whereas Classicists assign seman-
tic content to expressions—i.e., to the sorts of things that get written on the
tapes of Turing machines and stered at addresses in Von Neumana
machines.’ But Classical theories disagree with Connectionist theories about
what primitive relations hold among these content-bearing entities. Connec-
tionist theories acknowledge only causal connectedness as a primitive relation
among nodes; when you know how activation and inhibition flow among
them, you know evervthing there is to know about how the nodes in a net-
work are related. By contrast, Classical theories acknowledge not only causal
relations among the semantically evaluable objects that they posit, but also
a range of structural relations, of which constituency is paradigmatic.

This difference has far reaching consequences for the ways that the two
kinds of theories treat a variety of cogaitive phenomena, some of which we
will presently examine at length. But, underlying the disagreements about
details are two architectural differences between the theories:

(1) Combinaiorial syntax and semantics for mental representations. Classical
theories—but not Connectionist theories—postulate a ‘language of
thought’ (see, for example, Fodor, 1975); they take mental representa-
tions to have a combinatorial syntax and semantics, in which (a) there
is a distinction between structurally atomic and structuraily molecular
representations; (b) structurally molecular representations have syntac-
tic constituents that are themselves either structurally molecular or
structurally atomic; and (c) the semantic content of a {imolecuiarj rep-
resentation is a function of the semantic contents of its syntactic parts,
together with its constituent structure. For purposes of convenience,
we’ll sometime abbreviate (a)—(c) by speaking of Classical theories as

-

"This way of putting it will do for present purposes. But a subtler reading of Conncctionist theories might
take it to be total machine states that have content, ¢.g., the state of having such and such a node excited.
Postulating connections among labelled nodes would then be equivalent to postulating causal relations among
the corresponding content bearing machine states: To say that the excitation of the node labelled ‘dog’ is
caused by the excitation of nodes labelled [d]. [o], {g] is to say that the machine’s representing its input as
consisting of the phonctic sequence {dog] causes it to represent its input as consisting of the word *dog’. And
so forth. Most of the time the distinction between these two ways of talking does not matter for our purposes,
so we shall adopt one or the other as convenicnt.
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commigted to “complex” mental representations or to “symbol struc-
tures”.

(2) Structure sensitivity of processes. In Classical models, the principles by
which mental states are transformed, or by which an input selects the
corresponding output, are defined over structural properties of mental
representations. Because Classical mental representations have com-
binatorial structure, it is possible for Classical mental operations to apply
to them by refeience to their form. The result is that a paradigmatic
Classical mental process operates upon any mental representation that
satisfies a given structural description, and transforms it into a mental
representation that satisfies another structural description. (So, for
example, in a model of inference one might recognize an operation that
applies to any representation of the form P&Q and transforms it into a
representation of the form P.) Notice that since formal properties can
be defined 2t a variety of levels of abstraction, such an operation can
apply equally to representations that differ widely in their structural
complexity. The operation that applies to representations of the form
P&Q to produce P is satisfied by, for example, an expression like
“(AvBvC) & (DvEvVF)”, from which it derives the expression
“(AvBv(C)”.

We take (1) and (2) as the claims that define Classical models, and we take
these claims quite literally; they constrain the physical realizations of symbol
structures. In particular, the symbol structures in a Classical model are as-
sumed to correspond to real physical structures in the brain and the com-
binatorial structure of a representation is supposed to have a counterpart in
structural relations among physical properties of the brain. For example, the
relation ‘part of’, which holds between a relatively simple symbol and a more
complex one, is assumed to correspond to some physical relation among
brain states.® This is why Newell (1980) speaks of computational systems such
as brains and Classical computers as “physical symbols systems”.

*Sometimes the difference between simply postulating represcniational states and postulating representa-
tions with a combinatorial syntax and semantics is marked by distinguishing theories thz* postulate symbols
from thcorics that postulate symbol cveremc The latter theories, but not the former, are committed to a
“language of thought™. For this usage, see Kosslyn and Hatfield (1984) who take the refusal to postulate
symbol systems to be the characteristic respect in which Connectionist architectures differ from Classical
architectures. We agree with this diagnosis.

“Perhaps the notion that relations among physical properties of the brain instantiate (or encode) the
combinatorial structure <f an expression bears some elaboration. One way to understand what is involved is
to consider the conditions that must hold on a mapping (which we refer to as the "physical instantiation
mapping’) from cxpressions to brain states if the causal relations among brain states are to depend on t’tlc'
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This bears emphasis because the Classical theory is committed not only to
there being a system of physically instantiated symbols, but also to the claim
that the physical properties onto which the structure of the symbols is mapped
are the very properties that cause the system to behave as it does. In other
words the physical counterparts of the symbols, and their structural proper-
ties, cause the system’s behavior. A system which has symbolic expressions,
but whose operatior does not dc pend upon the structure of these expressions,
does not quaiify as a Classical machine since it fails to satisfy condition (2).
In this respect, a Classical model is very different from one in which behavior
is caused by mechanisms, such as energy minimization, that are not respon-
sive to the physical encoding of the structure of representations.

From now on, when we speak of ‘Classical’ models, we will have in mind
any model that has complex mental representations, as characterized in (1)
and structure-sensitive mental processes, as characterized in (2). Our account
of Classical architecture is therefore neutral with respect to such issues as
whether or not there is a separate executive. For example, Classical machines
can have an “object-oriented™ architecture, like that of the computer lan-
guagc Sme'ltalk, or a “message passing” architecture, like that of Hewett’s

combinatorial structure of the encoded expressions. In defining this mapping it is not enough merely to specify
a physical encoding for cach symbol; in order for the structures of expressions to have causal roles, structural
relations must be encoded by physical properties of brain states (or by sets of functionally equivalent physical
properties of brain state).

Because, in general, Classical models assume that the expressions that get physically instantiated in brains
have a generative syntax, the definition of an appropriate physical instantiation mapping has to be built up in
terms of (a) the definition of a primitive mapping from atomic symbols to relatively elementary physical states,
and (b) a specification of how the structure of complex expressions maps onto the structure of relatively
complex or composite physical states. Such a structure-preserving mapping is typically given recursively,
making use of the combinatorial syntax by which complex expressions are built up out of simpler cnes. For
example, the physical instantiation mapping F fo~ complex expressions would be defined by recursion, given
the definition of F for atomic symbols and given the structure of the compicx expression, the laiter being
specified in terms of the ‘structure building’ rules which constitute the generative syntax for complex expres-
sions. Take, for example, the expression ‘(A&B)&C’. A suitable definition for a mapping in this case might
contain the statement that for any expressions P and Q, FIP&Q] = B(F[P],F[Q]). where the function B
specifies the physical relation that holds between physical states F[P] and F[Q]. Here the property B serves
to physically encode, (or ‘instantiate’) the relation that holds between the expressions P and Q, on the one
hand, and the expressions P&Q on the other.

In using this rule for the example above P and Q would have the values *‘A&B’ and *'C’ respeciively, so
that the mapping rule would have to be applied twice to pick the relevant physical structures. In defining the
mapping recursively in this way we ensure that the relatiun between the expressions ‘A’ and ‘B, and the
composite expression *A&B’, is encoded in terms of a physical relation between constituent states that is
identical (or functionally cquivalent} to the physical relation used to encode the relation between expressions
"A&B’ and *C’, and their composite expression ‘(A&B)&C'. This type of mapping is well known because of
its use in Tarski’s definition of an interpretation of a language in a model. The idea of a mapping from symbolic
cxpressions to a structure of physical states is discussed in Pylyshyn (1984a, pp. 54-69), where it is referred
to as an ‘instantiation function’ and in Stabler (1985), where it is called a ‘realization mapping’.
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(1977) Actors—so long as the objects or the messages have a combinaiorial
structure which is causally implicated in the processing. Classical architecture
is also neutral on the question whether the operations on the symbols are
constrained to occur one at a time or whether many operations can occur at
the same time.

Here, then, is the plan for what follows. In the rest of this section, we will
sketch the Connectionist proposal for a computational architecture that does
away with complex mental representations and structure sensitive operations.
(Although our purpose here is merely expository, it turns out that describing
exactly what Connectionists are committed to requires substantial reconstruc-
tion of their remarks and practices. Since there is a great variety of points of
view within the Connectionist community, we are prepared to find that some
Connectionists in good standing may not fully endorse the program when it
is laid out in what we take to be its bare essentials.) Following this general
expository (or reconstructive) discussion, Section 3 provides a series of argu-
ments favoring the Classical story. Then the remainder of the paper considers
some of the reasons why Connectionism appears attractive to many people
and offers further general comments on the relation between the Classical
and the Connectionist enterprise.

2.1. Complex mental representations

To begin with, consider a case of the most trivial sort; two machines, one
Classical in spirit and one Connectionist."” Here is how the Connectionist
machine might reason. There is a network of labelled nodes as in Figure 2.
Paths between the nodes indicate the routes along which activation can spread
(that is, they indicate the consequences that exciting one of the nodes has for
determining the level of excitation of others). Drawing an inference from
A&B to A thus corresponds to an excitation of node 2 being caused by an
excitation of node 1 (alternatively, if ike system is in a state in which node 1
1s excited, ic eventually settles into a state in which node 2 is excited; see
footnote 7).

Now consider a Classical machine. This machine has a tape on which it
writes expressions. Among the expressions that can appear on this tape are:

"“This illustration has not any particular Connectionist model in mind. though the caricature presented is,
in fact, a simplificd version of the Ballard (1987) Conncctionist theorem proving system (which actually uses
a more restricted proof procedure based on the unification of Horn clauses). To simplify the exposiiion, we
assumc a “localist” approach, in which cach semantically interpreted node corresponds to a single Connectionist
unit; but nothing relevant to this discussion is changed if these nodes actually consist of patterns over a cluster
of units,
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Figure 2. A possible Connectionist network for drawing inferences from A&B to A
orto B.

‘A’, ‘B’, ‘A&B’, ‘C, ‘D’, ‘C&D’, ‘A&C&D’ ... etc. The machine’s causal
constitution is as follows: whenever a token of the form P&Q appears on the
tape, the machine writes a token of the form P. An inference from A&B to
A thus corresponds to a tokening of type ‘A&B’ on the tape causing a token-
ing of type ‘A’.

So then, what does the architectural differsnce between the machines con-
sist in? In the Classical machine, the objects to which the content A&B is
ascribed (viz., tokens of the expression ‘A&B’) literally con’»in, as proper
parts, objects to which the content A is ascribed (viz., tokens cf the expres-
sion ‘A’.) Moreover, the semantics (e.g., the satisfaction conditions) of the
expression ‘A&B’ is determined in a uniform way by the semantics of its
constituents.!! By contrast, in the Connectionist machine none of this is true;
the object to which the content A&B is ascribed (viz., node 1) is causally
connected to the object to which the content A is ascribed (viz., node 2); but
there is no structural (e.g., no part/whole) relation that holds between them.
In short, it is characteristic of Classical systems, but not of Connectionist
systems, to exploit arrays of symbols some of which are atomic (e.g., expres-
sions like A’} "ut indefinitely many of which have other symbols as syatactic
and semantic parts (e.g., expressions like ‘A&B’j.

It is easy to overlook this difference between Classical and Connectionist
architectures when reading the Connectionist polemical literature or examin-
ing a Connectionist model. There are at least four ways in which one might
be lead to do sc: (i) by failing to understand the difference between what
arrays of symbols do in Classical machines and what node labels do in Con-

""This makes the “compositionality™ of data structurcs a defining property of Classical architecture. But,
of course, it lcaves open the question of the degree to which natural languages (like English) are also compo-

eiticnal,
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nectionist machines; (2) by confusing the question whether the nodes in Con-
nectionist networks have constituen: structure with the question whether they
are neurologically distributed; (3) by failing te distingunish between a represen-
tation having semantic and syntactic constituents and a concept being en-
coded in terms of microfeatures, and (4) by assuming that since representa-
tions of Connectionist networks have a graph structure, it follows that the
nodes in the networks have a corresponding constituent structure. We shall

now need rather a long digression to clear up these misunderstandings.

2.1.1. The role of labels in Connectionist theories

In the course of setting out a Connectionist model, intentional content will
be assigned to machine states, and the expressions of some language or other
will, of course, be used to express this assignment; for example, nodes may
be labelled to indicate their representational content. Such labels often have
a combinatorial syntax and semantics; in this respect, they can look a lot like
Classical mental representations. The point to emphasize, however, is that it
doesn’t follow (and it isn’t true) that the nodes to which these labels are
assigned have a combinatorial syntax and semantics. ‘A&B’, for example,
can be tokened on the tape of the Classical machine and can also appear as
a label in a Connectionist machire as it does in diagram 2 above. And, of
course, the expression ‘A&B’ is syntactically and semantically complex: it has
a token of ‘A’ as one of its syntactic constituents, and the semantics of the
expression ‘A&B’ is a function of the semantics of the expression ‘A’. But it
isn’t part of the intended reading of the diagram that node 1 itself has con-
stituents; the node—unlike its label—has no semanticaily interpreted parts.

It is, in short, important to understand the difference between Connec-
tionist labels and the symbols over which Classical computations are defined.
The difference is this: Strictly speaking, the labeis play zo role i ull in Soter-
mining the operation of a Connectionist machine; in particular, the operation
of the machine is unaffected by the syntactic and semantiic relations that hold
among the expressions that are used as labels. To put this 2nother way. the
node labels in a Connectionist machine are not part of the causal structure
of the machine. Thus, the machine depicted in Figure 2 will continue to make
the same state transitions regardless of what labels we assign to the nodes.
Whereas, by contrast, the state transitions of Classical machines are causally
determined by the structure—including the constituent struciure—of the symbol
arrays that the machines transform: change the symbols and the system be-
haves quite differently. (In fact, since the behavior of a Classical machine is
sensitive to the syntax of the represeniations it compuies on, even ini€ichang-
ing synonymous—semantically equivalent—representations affects the course
of computation). So, although the Connectionist’s labels and the Classicist’s
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data structures both constitute languages, only the latter language constitutes
a medium of computation. 2

2.1.2 Connectionis: networks and graph structures

The second reason that the lack of syntactic and semantic structure in
Connectionist representations has largely been ignored may be that Connec-
tionist networks look like general graphs; and it is, of course, perfectly pos-
sible to use graphs to describe the internal structure of a complex symbol.
That’s precisely what linguists do when they use ‘trees’ to exhibit the con-
stituent structure of sentences. Correspondingly, one could imagine a graph
notation that expresses the internal structure of mental representations by
using arcs and labelled nodes. So, for example, you might express the syntax
of the mental representation that corresponds to the thought that John loves
the girl like this:

John — loves — the girl

Under the intended interpretation, itis would be the structural description
of a mental representatiorn whose content is that John loves the girl, and
whose constituents are: a mental representation that refers to John, a mental
representation that refers to the girl, and a mental representation that expres-
ses the two-place relation represented by *— loves —’.

But although graphs can sustain an interpretation as specifying the ogical
syntax of a complex mental representation, this interpretation is inappro-
priate for graphs of Connectionist networks. Connectionist graphs are not
structural descriptions of mental representations; they’re specifications of
causal relations. All that a Connectionist can mean by a graph of the form
X — Y is: states of node X causally affect states of node Y. In particular, the
graph can’t mean X is a constituent of Y or X is grammatically related to Y
etc., since these sorts of relations are, in general, not defined for the kinds
of mental representations that Connectionists reccgnize.

Another way to put this is that the links in Connectionist diagrams are not
generalized pointers thai can be made to take on different functionai signifi-

“Labels aren’t part of the causal structure of a Conacctionist machine, but they may play an essential role
in its causal history insofar as designers wire their machines to respect the semantical relations that the labels
express. For exampie, in Ballard's (1987) Connectionist model of theorem proving, there is a mechanical
procedure for wiring a network which will carry out proofs by unification. This procedure is a function from
a set of node labels to a wircd-up machine. There is thus an interesting and revealing respeci in which node
labels are relevant to the operations that get performed when the function is executed. But, of course, the
michine on which the labals have ihe cifect is not ihe machine whose states they are labels of; and the effect
of the labels occurs at the time that the theorem-proving machine is constructed, not at the time its reasoning
process is carried out. This sort of case of labels *having cffecis’ is thus quite different from the way that
symbol tokens (c.g., tokened data structures) can affect the causal processes of a Classical machine.
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cance by an iiidependent interpreter, but are confined to meaning something
like “sends activation to”. The intended interpretation of the links as causal
connections is intrinsic to the theory. If you ignore this point, you are likely
to take Connectionism to offer a much richer notion of mental representation
than it actually does.

2.1.3. Distributed representations

The third mistake that can lead to a failure to notice that the mental
representations in Connectionist models lack combinatorial syntactic and
semantic structure is the fact that many Connectionists view representations
as being neurologically distributed; and, presumably, whatever is distributed
must have parts. It doesn’t foilow, however, that whatever is distributed must
have constituents; being neurologically distributed is very different from hav-
ing semantic or syntactic constituent structure.

You have constituent structure when (and only when) the paris of seman-
tically evaluable entities are themselves semantically evaluable. Constituency
relations thus hold among objects all of which are at the representational
level; they are, in that sense, within level relations.!> By contrast, neural
distributedness—the sort of relation that is assumed to hold between ‘nodes’
and the ‘units’ by which they are realized—is a between level relation: The
nodes, but not the units, count as representations. To claim that a node is
aeuraiiy distributed is presumably to claim that its states of activation corre-
spond to patterns of neural activity—to aggregates of neural ‘units’—rather
than to activations of singie neurons. The important point is that nodes that
are distributed in this sense can perfectly weii be syntacticallv and semanti-
cally atomic: Complex spatially-distributed implementation in no way implies
constituent structure.

There is, however, a different sense in which the representational states
in a network might be distributed, and this sort of distribution also raises
questions relevant to the constituency issue.

2.1.4. Representations as ‘distributed’ over microfeatures

Many Connectionists hold that the mental representations that correspond
to commonsense conicepts (CHAIR, JOHN, CUP, etc.) are ‘distributed’ ove
galaxies of lower level units which themselves have representational content.
To use common Connectionist terminology (see Smolensky, 1988), the higher
or “conceptual ievel” units correspond to vectors in a “sub-conceptual” space

BAny relation specified as holding among representational states is, by definition, within the “cognitive
level’. It goes without saying that relations that are ‘within-Jevel’ by this criterion can count as ‘between-level’
when we use criteria of finer grain. There is, for example, nothing to prevent hicrarchies of levels of represen-
tational states.
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of microfeatures. The model here is someiking like the relation between a
defined expression and its defining feature analysis: thus, the concept
BACHELCR might be thought to correspond to a vector in a space of fea-
tures that includes ADULT, HUMAN, MALE, and MARRIED; i.e., as an
assignment of the value + to the first two features and — to the last. Notice
that distribution over microfeatures (unlike distribution over neural units) is
a relation among representations, hence a relation at the cognitive levei.
Since microfeatures are frequently assumed te be derived automatically
(i.e., via learning procedures) frem the statistical properiies of samples of
stimuli, we can think of them as expressing the sorts of properties that are
revealed by multivariate analysis of sets of stimuli (¢.g., by muiticimensionai
scaling of similarity judgments). In particular, they need not correspond to
English words; they can be finer-grained than, or otherwise atypical of, the
terms for which a non-specialist needs to have a word. Other than that,
however, they are perfectly ordinary semantic features, much like those that
lexicographers have traditionally used to represent the meanings of words.
On the most frequent Connectionist accounts, theories articulated in terms
of microfeature vectors are supposed to show how concepts are actually en-
coded, hence the feature vectors are intended to replace “less precise” specifi-
cations of macrolevel concepts. For example, where a Classical theorist might
recognize a psychological state of entertaining the concept CUP, a Connec-
tionist may acknowledge only a roughly analogous state of tokening the cor-
responding feature vector. (One reason thiat the analogy is only rough is that
which feature vector ‘corresponds’ to a given concept may be viewed as
heavily context dependent.) The generalizations that ‘concept level’ theories
frame are thus taken to be only approximately true, the exact truth being
stateable only in the vocabulary of the microfeatures. Smolensky, for example
(p. 11), is explicit in endorsing this picture: “Precise, formal descriptions of
the intuitive processor are generally tractable not at the conceptual level, but
only at the subconceptual level.”™ This treatment of the relation between

"Smolensky (1988, p. 14) remarks that “unlike symbolic tokens, these vectors lie in a topological space.
in which some are close together and others are far apart.” However, this seems to radically conflate claims
about the Connectionist model and claims about its implementation (a conflation that is not unusual in the
Connectionist literature as we’ll see in Section 4). If the space at issue is physical, then Smotcnsky is committed
to extremely strong claims about adjacency relations in the brain; claims which there is, in fact, no reason at
all to believe. But i, as seems more plausible, the space at issue is semantical then what Smolensky says isn‘t
true. Practically any cognitive thcory will imply distance measures between mental representations. in Classical
theorics, for example, the distance between two representations is plausibly related to the number of compu-
tational steps it takes to derive one representation from the other. In Consectionist theories, it is plausibiy
rclated to the number of intervening nodes (or to the degree of overlap between vectors, depending on the
version of Connectionism one has in mind). The interesting claim is not that an architecture offers a distance
measure but that it oifers the right distance measure—one that is empirically certifiable.
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commonsense concepts and microfeatures is exactly analogous to the stan-
dard Connectionist treatment of rules; in both cases, macrolevel theory is
said to provide a vocabulary adequate for formulating generalizations that
roughly approximate the facis about behavioral regularities. But the con-
structs of the macrotheory do not correspond to the causal mechanisms that
generate these regularities. If you want a theory of these mechanisms, you
need to replace talk about rules and concepts with talk about nodes, connec-
tions. microfeatures, vectors and the like."

Now, it is among the major misfortunes of the Connectionist literature that
the issue about whether commonsense concepts shouid be represented by
sets of microfeatures has gotten thoroughly mixed up with the issue about
combinatorial structure in mental representations. The crux of the mixup is
the fact that sets of microfeatures can overlap, so that, for example, if a
microfeature corresponding to ‘+ has-a-handle’ is part of the array of nodes
over which the commonsense concept CUP is distributed, then you might
think of the thecry as representing ‘+ has-a-handie’ as a constituent of the
concent CUP; from which you might conclude that Connectionists have a
notion ¢f constituency after all| contrary to the claim that Connectionism is
not a language-of-thought architecture (see Smolensky, 1988).

A moment’s consideration will make it clear, however, that even on the
assumption that concepts are distributed over microfeatures, ‘+ has-a-handle’
is not a constituent of CUP in anything like the sense that ‘Mary’ (the word)
is a constituent of (thc sentence) ‘John loves Mary’. In the former case,
“constituency” is being (mis)used to refer to a semantic relation between
predicates; roughly, the idea is that macrolevel predicates like CUP are de-
fined by sets of microfeatures like ‘has-a-handle’, so that it’s some sort of
semantic truth that CUP applies to a subset of what ‘has-a-handle’ applies
to. Notice that while the extensions of these predicates are in a set/subset
relation, the predicates themselves are not in any sort of part-to-whole rela-
tion. The expression ‘has-a-handle’ isn’t part of the expression CUP any more

*The primary use that Connectionists make of microfeatures is in their accounts of generalization and
abstraction (see, for example. Hinton, McClelland, & Rumcthart, 1986). Roughly, you get generalization by
using overlap of microfeatures to define a similarity space, and you get abstraction by making the vectors'that
correspond 1o types be subvectors of the ones that correspond to their rokens. Similar proposals have quite a
long history in traditional Empiricist analysis; and have been roundly criticized over the centurics. (For a
discussion of abstractionism see Geach, 1957; that similarity is a primitive relation—hence not reducible to
partial identity of feature sets—was, of course, a main tenet of Gestalt psychology, as well as more recent
approaches based on “prototypes”}. The treatment of microfestures in the Connectionist literature would
appear to be very close to early proposals by Katz and Fodor (1963) and Katz and Postal (1964}, where both
the idea of a featurc ana.ysis of concepts and the idea that relations of semantical containment among concepts
should be identificd with set-theoretic relations among feature arrays are explicitly endorsed.
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than the English phrase ‘is an unmarried man’ is part of the English phrase
‘is a bachelor’.

Real constituency does have to do with parts and wholes; the symbol
‘Mary’ is literally a part of the symbol ‘John loves Mary’. It is because their
symbols enter into real-constituency relations that natural languages have
both atomic symbols and complex ones. By contrast, the definition relation
can hold in a language where all the symbols are syntactically atomic; e.g.,
a language which contains both ‘cup’ and ‘has-a-handle’ as atomic predicates.
This point is worth stressing. The question whether a representational system
has real-constituency is independent of the question of microfeature analysis;
it arises both for systems in which you have CUP as semantically primitive,
and for systems in which the semantic primitives are things like ‘+ has-a-
handle’ and CUP and the like are defined in terms of these primitives. It
really is very important not to confuse the semantic distinction between primi-
tive expressions and defined expressions with the syntactic distinction be-
tween atomic symbols and complex symbols.

So far as we know, tlicre are no worked out attempts in the Connectionist
literature to deal with the syntactic and semantical issues raised by relations
of real-constituency. There is, however, a proposal that comes up from time
to time: viz., that what are traditionally treated as complex symbols should
actually be viewed as just sets of units, with the role relations that tradition-
ally get coded by constituent structure represented by units belonging to
these sets. So, for example, the mental representation corresponding to the
belief that Jonn loves Mary might be the feature vector {+John-subject;
+loves; +Mary-object}. Here ‘John-subject’ ‘Mary-object’ and the like are
the labels of units; that is, they are atomic (i.e., micrc-) features, whose
status is analogous to ‘has-a-handle’. In particular, they have no internal
syntactic analysis, and there is no structural relation (except the orthographic
one) between the feature ‘Mary-object’ that occurs in the set {John-subject;
loves; Mary-object } and the feature ‘Mary-subject’ that occurs in the set
{Mary-subject; loves; John-object}. (See, for exampie, the discussion in Hin-
ton, 1987 of “role-specific descriptors that represent the conjunction of an
identity and a role [by the use of which] we can implement part-whole hisrar.
chies using set intersection as the composition rule.” See also, McClelland,
Rumelhart & Hinton, 1986, p. 82-85, where what appears to be ihe same
treatment is proposed in somewhat different terms.)

Since, as we remarked, these sorts of ideas aren’t elaborated in the Con-
nectionist literature, detailed discussion is probably not warranted here. But
it’s worth a word to make clear what sort of trouble you would get into if
you were to take them seriously.

As we understand it, the proposal really has two parts: On the one hand,
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it’s suggested that although Connectionist representations cannot exhibit real-
constituency, neveriheless the Classical distinction between complex symbols
and their constituents can be replaced by the distinction between feature sets
and their subsets; and, on the other hand, it’s suggested that role relations
can be captured by features. We’ll consider these ideas in turn.

(1) Instead of having complex symbols like “John loves Mary” in the rep-
resentational system, you have feature sets like {+John-subject; +loves;
+ Mary-object}. Since this set has {+Johii-subject}, {+loves; +Mary-cb-
ject} and so forth as sub-sets, it may be supposed that the force of the
constituency relation has been captured by employing the subset rela-
tion.

However, it’s clear that this idea won’t work since not all subsets of fea-
tures correspond te genuine constituents. For example, among the subsets of
{+John-subject; +loves; +Mary-objeci} are the sets {+John-subject;
+Mary-object}) and the set {+John-subject; + loves} which do not, of
course, correspond to constituents of the complex symbol “John loves Mary”.

(2) Instead of defining roles in terms of relations among constituents, as
one does in Classical architecture, introduce them as microfeatures.

Consider a system in which the mental representation that is entertained
when one believes that John loves Mary is the feature set {+John-subject;
+loves; +Mary-object}. What representation corresponds to the belief that
John loves Mary and Bill hates Sally? Suppose, pursuant to the present prop-
osal, that it’s the set {+John-subject; +loves; +Mary-object; + Bill-subject:
+hates; +Sally-object}. We now have the problem of distinguishing that be-
lief from the belief that John loves Sally and Bill hates Mary; and from the
belief that John hates Mary and Bill loves Sally; and from the belief that John
hates Mary and Sally and Bill loves Mary; etc., since these other beliefs will
all correspornd to precisely the same set of features. The problem is, of course,
that nothing in the representation of Mary as + Mary-object specifies whether
it’s the loving or the hating that she is the object of; similarly, mutatis mutan-
dis, for the representation of Johin as +John-subject.

What has gone wrong isn’t disastrous (yet). All that’s required is to enrich
the sysiem of representations by recognizing features that correspond not to
(for example) just being a subject, but rather to being the subject of a loving
of Mary (the property that John has when john loves Mary) and being the
subject of a hating of Sally (the property that Bill has when Bill hates Sally).
So, the representation of John that’s entertained when one believes that John
loves Mary and Bill hates Sally might be something like +John-subject-hates-

Mary-object.
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The disadvantage of this proposal is that it requires rather a lot of micro-
features.'® How many? Well, 2 number of the order of magnitude of the
sentences of a natural language (whereas one might have hoped to get by with
a vocabulary of basic expressions that is not vastly larger than the lexicon of
a natural language; after all, natural languages do). We leave it to the reader
to estimate the number of microfeatures you would need, assuming that there
is a distinct belief ccrresponding to every grammaiical sentence of English of
up to, say, fifteen words of length, and assuming that there is an average of,
say, five roles associated with each belief. (Hint: George Miller once esti-
mated that the number of weil-formed Z3-word seniences oi English is of the
order of magnitude of the number of seconds in the history of the universe.)

The alternative to this grotesque explosion of atomic symbols would be to
have a combinatorial syntax and semantics for the features. But, of course,
this is just to give up the game since the syntactic and semantic relations that
hoid among the parts of the complex feature +((John subject) loves (Mary
object)) are the very same ones that Classically hold among the constituents
of the complex symbol “John loves Mary”; these include the role relations
which Connectionists had proposed to reconstruct using just sets of atomic
features. It is, of course, no acciden: that the Connectionist proposal for
dealing with role relations runs into these sorts of problems. Subject, object
and the rest are Classically defined with respect to the geometry of constituent
structure trees. And Connectionist representations den’t have constituents.

The idea that we should capture role relations by allowing features like
John-subject thus turns cut to be bankrupt; and there doesn’t seem to be any
other way to get the force of structured symbols in a Connectionist architec-
tere. Or, if there is, nobody has given any indication of how to do it. This
becomes clear once the crucial issue about structure in mental representations
is disentangled from the relatively secondary (and orthogonal) issue about
whether the representation of commonsense concepts is ‘distributed’ (i.e.,
from questions like whether it’s CUP or ‘has-a-handie’ or both that is seman-
tically primitive in the language of thought).

It’s worth adding that these problems about expressing the role relations
are actually just a symptom of a more pervasive difficulty: A consegucnee of
restricting the vehicles of mental representation to sets of atomic symbols is
a notation that fails quite generally to express the way that concepts group

"Another disadvantage is that, strictly speaking it doesn’t work; although it allows us to distinguish the
belie! that John loves Mary and Bill hates Sally from the belicf that John loves Sally and Bill hates Mary, we
don’t yet have a way to distinguish believing that (John loves Mary because Bill hates Sally) from believing

that (Bill hates Sally because John loves Mary). Presumably nobody would want to have microfeatures corres-
ponding to these.
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into propositions. To see this, let’s continue to suppose that we have a net-
work in which the nodes represent concepts rather than propositions (so that
what corresponds to the thought that John loves Mary is a distribution of
activation over the set of nodes {JOHN; LOVES; MARY) rather than the
activation of a single node labelled JOHN LOVES MARY). Notice that it
cannot plausibly be assumed that all the nodes that happen to be active at a
given time will correspond to concepts that are constituents of the same
proposition; least of all if the architecture is “massively parallel” so that many
things are allowed to go on—many concepts are allowed to be entertained—
simultaneously in a given mind. Imagine, then, the following situation: at
time t, a man is looking at the sky (so the nodes corresponding to SKY and
BLUE are active) and thinking that John loves Fido (so the nodes corre-
sponding to JOHN, LOVES, and FIDO are active), and the node FIDO is
connected o ine node POG (which is in iurn connected to ike node ANI-
MAL) in such fashion that DOG and ANIMAL are active too. We can, if
you like, throw it in that the man has got an itch, so ITCH is also on.

According to the current theory of mentai representation, this man’s mind
at t is specified by the vector {+JOHN, +LOVES, +FIDO, +DOG, +SKY,
+BLUE, +ITCH, +ANIMAL}. And the question is: which subvectors of
this vector correspond to thoughts that the man is thinking? Specifically, what
is it about the man’s representational state that determines thz: the simulta-
neous activation of the nodes, {JOHN, LOVES, FIDO} constitutes his think-
ing that John loves Fido, but the simultaneous activation of FIDO, ANIMAL
and BLUE does nor constitute his thinking that Fido is a blue animal? It
seems that we made it too easy for ourselves when we identified the thought
that John loves Mary with the vector {+JOHN, +LOVES, +MARY}; at
best that works only on the assumption that JOHN, LOVES and MARY are
the only nodes active when someone has that thought. And that’s an assump-
tion to which no theory of mental representation is entitled.

It’s important to see that this problem arises precisely because the theory
is trying to use sets of atomic representations to do a job that vou really need
complex representations for. Thus, the question we’re wanting to answer is:
Given the total set of nodes active at a time, what distinguishes the subvectors
that correspond to propositions from the subvectors that don’t? This question
has a straigt.iforward answer if, contrary to the present proposal, complex
representations are assumed: When representations express concepts that
belong to the same proposition, they are not merely simultaneously active,
but also in construction with each other. By contrast, representations that
express concepts that don’t belong to the same proposition may be simulta-
neously active; but, they are ipso facto not in construction with each other.

In short, you need two degrees of freedom to specify the thoughts that an
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intentional system is entertaining at a time: one parameier (active vs inactive)
picks out the nodes that express concepts that the system has in mind; the
other (in construction vs not) determines how the concepts that the system
has in mind are distributed in the propositions that it entertains. For symbols
to be “in construction” in this sense is just for them to be constituents of a
complex symbol. Representations that are in construction form parts o1 a
geometrical whole, where the geometrical relations are themselves semantically
significant. Thus the representation that corresponds to the thought that John
loves Fido is not a set of concepts but something like a tree of concepts, and
it’s the geometrical relations in this tree that mark (for example) the difference
between the thought that John loves Fido and the thought that Fido loves
John.

We’ve occasionally heard it suggested that you could solve the present
problem consonant with the restriction against complex represcniations if
you allow networks like this:

SUBJECT-OF
FIDO BITES

The intended interpretation is that the thought that Fido bites corresponds
to the simultaneous activation of these nodes; that is, to the vector {+FIDO,
+ SUBJECT OF, + BITES}—with similar though longer vectors for more
complex role relations.

But, on second thought, this proposal merely begs the question that it set

<

out to solve. For, if there’s a probiem about whai justifies assigning the
proposition Jehn loves Fido as the content of the set {JOHN, LOVES,
FIDO}, there is surely the same problem about what justifies assigning the
proposition Fido is the subject of bites to the set {FIDO, SUBJECT-OF,
BITES}. If this is not immediately clear, consider the case where the simul-
taneously active nodes are {FIDO, SUBJECT-OF, BITES, JOHN}. Is the
propositional content that Fido bites or that John does?!’

It's especially important at this point not to make the mistake of confusing diagrams of Connectionist
networks with constituent structure diagrams (see section 2.1.2 above). Connecting SUBJECT-OF with FIDO
and BITES does not mean that wien all three are active FIDO is the subject of BITES. A network diagram
is rot a specification of the internal structure of a complex mental representation. Rather, it's a specification
of a pattern of causal dependencics among the states of activation of nodes. Connectivity in a2 network
determines which scts of simultaneously aciiv¢ #6dcs aic possibic; Sut it has no semantizal significance.

The difference between the paths between nodes that netwerk diagrams exhibit and the naths between
nodes that constituent siructure diagrams exhibit is precisciy that the fatier but not the former specify paramet-
crs of mental representations. (In particular, they specify part/whole relations among the constituents of
complex symbols.) Whereas network theories define semantic interpretations over sets of (csusally intercon-
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Strikingly enough, the point that we’ve been making in the past several
paragraphs is very close to one that Kant made against the Associationists of
his day. in “Transcendental Deduction (B)” of The First Critique, Kant re-
marks that:

... if L'investigate ... the relation of the given modes of knowledge in any judge-
ment, and distinguish it, as belonging to the understanding, from the relation
according ic laws of the reproductive imagination [e.g., according to the princi-
ples of association], wiiich nas only s vjeciive validity, I find that z judgement
is nothing but the manner in which given modes of knowledge are brought to
ihe Gbjective unity of apperception. This is what is intended by the copula “is”.
It is employed to distinguish the objective unity of given representations from
the subjective .... Only in this way does there arise from the relation a judge-
ment, that is a relation which is objectively valid, and so can be adequately
distinguished from a relation of the same representations that would have only
subjective validity—as when they are connected according to laws of association.
In the latter case, all that I could say would be ‘If I support a body, I feel an
impression of weight’; I could not say, ‘It, the body, is heavy’. Thus to say ‘The
body is heavy’ is not merely to state that the two representations have always
been conjoined in my perception, ... what we are asserting is that they are
combined in the object ... (CPR, p. 159; emphasis Kant’s)

A modern paraphrase might be: A theory of mental representation musi
distinguish the case when two concepts (e.g., THIS BODY, HEAVY) are
merely simultaneously enteriained from tiic case where, to put it roughly, the
property that one of the concepts expresses is predicated of the thing that the
other concept denotes (as in the thought: THIS BODY IS HEAVY). The
relevant distinction is that while both concepts are “active” in both cases, in
the latter case but not in the former the active concepts are in constructicn.
Kant thinks that “this is what is intended by the ccpula ‘is’ ”. But of course
there are other notational devices that can serve to specify that cencepts are
in construction; notably the bracketing structure of constituency trees.

There are, to reiterate, two questions that you need to answer to specify
the content of a mental state: “Which concepts are ‘active’ ” and “Which of
the active concepts are in construction with which otkers?” Ideniifying mental
states with sets of active nodes provides resources to answer the first of these
questions but not the second. That’s why ihe version of network theory that
acknewledges sets of atomic representations but no complex representations
fails, in indefinitely many cases, to distinguish mental states that are in fact
distinct. )

nected) representations of concepts, theories that acknowledge complex symbols define semantic interpreta-
tions over scts of representations of concepts together with specifications of the constituency relations that hold
among these representations.
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But we are not claiming that you can’t reconcile a Connectionist architec-
ture with an adequate theory of mental representation {(specifically with a
combinatorial syntax and semantics for mental representations). On the con-
trary, of course you can: All that’s required is that you use your network to
implement a Turing machine, and specify a combinatorial structure for its
computational language. What it appears that you carn’t do, however, is have
both a combinatorial representational system and a Connectionist architec-
ture at the cognitive level.

So much, then, for our long digression. We have now reviewed one of the
major respects in which Connectionist and Classical theories differ; viz., their
accounts of mental representations. We turn to the second major difference,
which concerns their accounts of mental processes.

2.2. Structure sensitive operations

Classicists and Connectionists both offer accounts of mental processes, but
their theories differ sharply. In particular, the Classical theory relies heavily
on the notion of the lngicc‘syntactic form of mental representations to define
the ranges and domains of mental opcrations. his noiion is, however, unavail-
able to orthodox Connectionists since it presupposes that there are nonatomic
mental representations.

The Classical treatment of mental processes rests on two ideas, each of
which corresponds to an aspect of the Classical theory of computation. To-
gether they explain why the Classical view postulates at least three distinct
levels of organization in computational systems: not just a physical level and
a semantic (or “knowledge™) level, but a syntactic level as well.

The first idea is that it is possible to construct languages in which certain
features of the syntactic structurss of formulas correspond systematically to
certain of their semantic features. Intuitively, the idea is that in such lan-
guages the syntax of a formula encodes its meaning; most especially, those
aspects of its meaning that determine its role in inference. All the artificial
languages that are used for logic have this property and English has it more
or less. Classicists belicve that it is a crucial property of the Language of
Thought.

A simple example of how a language can use syntactic structure to encode
inferential roles and relations among meanings may help to illustrate this
point. Thus, consider the relation between the following two sentences:

(1) John went to the store and Mary went to the store.
(2) Mary went to the store.

On the one hand, from the semantic point of view, (1) entails (2) (so, of
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course, inferences from (1) to (2) are truth preserving). On the other hand,
from the syntactic point of view, (2) is a constituent of (1). These two facts
can be brought into phase by exploiting the principle that sentences with the
syntactic structure ‘(S1 and S2)¢’ entail tiieir sentential constituents. Notice
thai this principle connects the syntax of these sentences with their inferential
roles. Notice too that the trick relies on facts about the grammar of Eaglish;
it wouldn’t work in a language where the formula that expresses the conjunc-
tive content John went to the store and Mary went to the store is syntactically
atomic. '

Here is another example. We can reconstruct such truth preserving infer-
ences as if Rover bites then something bites on the assumption that (a) the
sentence ‘Rover bites’ is of the syntactic type Fa, (b) the sentence ‘something
bites’ is of the syntactic type 3x (Fx) and (c) every formula of the first type
entails a corresponding formuia of the second type (where the notion ‘corres-
ponding formula’ is cashed syntactically; roughly the two formulas must differ
only in that the one has an existentially bound variable at the syntactic posi-
tion that is occupied by a constant in the siher.) Once again the point to
notice is the blending of syntactical and semantical notions: The rule of exis-
tential generalization applies to formulas in virtue of their syntactic form. But
the salient property that’s preserved under appiications of the rule is seman-
tical: What's claimed for the transformation that the rule performs is that it
is truth preserving."

There are, as it turns out, examples that are quite a lot more complicated
than these. The whole of the branch of logic knowi: as proof theory is devoted
to exploring them.? It would not be unreasonable to describe Classical Cog-

And it doesn't work uniformly for English conjunction. Compare: John and Mary are friends — +John
are friends; or The flag is red, white and blue — The flag is blue. Such cascs show cither that English is not
the language of thought, or that, if it is, the relation between syntax and scmantics is a good deal subtler for
the language of thought than it is for the standard logical languages.

It needn’t, however, be strict truth-preservation that makes the syntactic approach relevant to cogaition.
Other semantic properties might be preserved under syntactic transformation in the course of mental pro-
cessing—e.g.. warrant, plausibility. heuristic value, or simply semantic non-arbitrariness. The point of Classical
modeling isn't to characterize human thought as supremely logical; rather, it’s to show how a family of types
of semantically coherent (or knowledge-dependent) reasoning are mechanically possible. Valid inference is
the paradigm only in that it is the best understood member of this family: the one for which syntactical
analogues for semantical relations have been most systematically elaborated.

1t is not uncommon for Connectionists to make disparaging remarks about the relevance of logic to
psychology, even thought they accept the idea that inference is involved in reasoning. Sometimes the sugges-
tion scems to be that it's all right if Connectionism can’t reconstruct the theory of inference that formal
deductive logic provides since it has something cven better on offer. For example, in their report to the U.S.
National Science Foundation, McCleliand, Feldman, Adelson, Bower & McDermott (1986) state that “...
connectionist models realize an evidential logic in contrast to the symbeolic logic of conventional computing (p.
6: our emphasis)” and that “cvideatial logics arc becoming increasingly important in cognitive scicnce and
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nitive Science as an extended attempt to apply the methods of proof theory
to the modeling of thought (and similarly, of whatever other mental processes
are plausibly viewed as involving inferences; preeminently learning and per-
ception). Classical theory construction rests on the hope that syntactic
analogues can be constructed for nondemonstrative inferences (or informal,
commonsense reasoning) in something like the way that proof theory has
provided syntactic analogues for validity.

The second main idea underlying the Classical treatment of mental proces-
ses is that it is possible to devise machines whose function is the transforma-
tion of symbols, and whose operations are sensitive to the syntactical struc-
ture of the symbols that they operate upon. This is the Classical conception
of a computer: it’s what the various architectures that derive from Turing and
Von Neumann machines all have in common.

Perhaps it’s obvious how the two ‘main ideas’ fit together. If, in principle,
syntactic relations can be made to parallel semantic relations, and if, in prin-
ciple, you can have a mechanism whose operations on formulas are sensitive
to their syntax, then it may be possible to construct a syntactically driven
machine whose state transitions satisfy semantical criteria of coherence. Such
a machine would be just what’s required for a mechanical model of the
semantical coherence of thought; correspondingly, the idea that the brain is
such a machine is the foundational hypothesis of Classical cognitive science.

So much for the Classical story about mental processes. The Connectionist
story must, of course, be quite different: Since Connectionists eschew pos-
tulating mental representations with combinatorial syntactic/semantic struc-
ture, they are precluded from postulating mental processes that operate on
mental representations in a way that is sensitive to their structure. The sorts
of operations that Connectionist models do have are of two sorts, depending
on whether the process under examination is learning or reasoning.

2.2.1. Learning

If a Connectionist model is intended to learn, there will be processes that
determine the weights of the connections among its units as a function of the
character of its training. Typically in a Connectionist machine (such as a
‘Boltzman Machine’) the weights among connections are adjusted until the
system’s behavior comes to model the statistical properties of its inputs. In

have a natural map to connectionist modeling.” (p. 7). It is, however, hard to understand the implied contrast
since, on the one hand, evidential logic must surely be a fairly conservative extension of “the symbolic logic
of conventional computing™ (i.e., most of the theorems of the latter have to come out true in the former) and,
on the other, there is not the slightest reason to doubt that an evidential logic would ‘run’ on a Classical
machine. Prima facie, the problem about evidential logic isn’t that we've got one that we don’t know how to
implement; it's that we haven't got one.
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the limit, the stochastic relations among machine states recapitulates the
stochastic relations among the environmental events that they represent.

This should bring to mind the old Associationist principle that the strength
of association between ‘Ideas’ is a function of the frequency with which they
are paired ‘in experience’ and the Learning Theoretic principle that the
strength of a stimuius-response connection is a function of the frequency with
which the response is rewarded in the presence of the stimulus. But though
Connectionists, like other Associationists, are committed to learning proces-
ses that modei statistical properties of inputs and outputs, the simple
mechanisms based on co-occurrence statistics that were the halimarks of old-
fashioned Associationism have been augmented in Connectionist models by
a number of technical devices. (Hence the ‘new’ in ‘New Connectionism’.)
For example, some of the earlier limitations of associative mechanisms are
overcome by allowing the network to contain ‘hidden’ units (or aggregates)
that are not directly connected to the environment and whose purpose is, in
effect, to detect statistical patterns in the activity of the ‘visible’ units includ-
ing, perhaps, patterns that are more abstract or more ‘global’ than the ones
that could be detected by old-fashioned perceptrons.?'

In short, sophisticated versions of the associative principles for weight-
setting are on offer in the Connectionist literature. The point of present
concern, however, is what all versions of these principles have in common
with one another and with older kinds of Associationism: viz., these processes
are all frequency-sensitive. To reiurn to the example discussed above: if a
Con-<ctionist learning machine converges on a state where it is prepared to
infer A from A&B (i.e., to a state in which when the ‘A&B’ node is excited
it tends to settle into a state in which the ‘A’ node is excited) the ccnvergence
will typically be caused by statistical properties of the machine’s training
experience: e.g., by correlation between firing of the ‘A&B’ ncde and firing
of the ‘A’ node, or by correlations of the firing of both with some feedback
signal. Like tradiiional Associationism, Connectionism treats learning as ba-
sically a sort of statistical modeling.

2.2.2. Reasoning
Association operates to alter the structure of a network diachronically as

a function of its training. Connectionist models also contain a variety of types
of ‘relaxation’ processes which determine the synchronic behavior of a net-
work; specifically, they determine what output the device provides for a
given pattern of inputs. In this respect, one can think of a Connectionist

M'Compare the “little s's™ and “little 's™ of neo-Hullcan “mediational™ Associationists like Charles Osgood.
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model as a species of analog machine constructed to realize a certain function.
The inputs to the function are (i) a specification of the connectedness of the
machine (of which nodes are connected to which); (ii) a specification of the
weights along the connections; (iii) a specification of the values of a variety
of idiosyncratic parameters of the nodes (e.g.. intrinsic thresholds; time since
last firing, etc.) (iv) a specification of a pattern of excitation over the input
nodes. The output of the function is a specification of a pattern of excitation
over the output nodes; intuitively, the machine chooses the output pattern
that is most highly associated to its input.

Much of the mathematical sophistication of Connectionist theorizing has
been devoted to devising analog solutions to this problem of finding a ‘most
highly associated’ output corresponding to an arbitrary input; but, once again,
the details needn’t concern us. What is important, for our purposes, is
another property that Connectionist theories share with other forms of As-
sociationism. In traditional Associationism, the probability that one Idea will
elicit another is sensitive to the strength of the association between them
(including ‘mediating’ associations, if any). And the strength of this associa-
tion is in turn sensitive to the extent to which the Ideas have previously been
correlated. Associative strength was not, however, presumed to be sensitive
to features of the content or the structure of representations per se. Similarly,
in Connectionist models, the selection of an output corresponding to a given
input is a function of properties of the paths that connect them (including the
weights, the states of intermediate units, etc.). And the weights, in turn, are
a function of the statistical properties of events in the environment (or of
relations between patterns of events in the environment and implicit *predic-
tions' made by the network, etc.). But the syntactic/semantic structure of the
representation of an input is not presumed to be a factor in determining the
selection of a corresponding output since. as we have seen, syntactic/semantic
structure is not defined for the sorts of representations that Connectionist
models acknowledge.

To summarize: Classical and Connectionist theories disagree about the
nature of mental representation: for the former, but not for the latter, mental
representations characteristically exhibit a combinatorial constituent struc-
ture and a combinatorial semantics. Classical and Connectionist theories also
disagree about the nature of mental processes: for the former, but not for
the latter, mental processes are characteristically sensitive to the combinator-
ial structure of the representations on which they operate.

We take it that these two issues define the present dispute about the nature
of cognitive architecture. We now propose to argue that the Connectionists
are on the wrong side of both.



