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1 Introduction

International financial integration has been traditionally viewed as an engine of growth leading to a more efficient allocation of capital across countries and accelerating the convergence of developing economies. Yet financial crises in emerging markets during the nineties challenged this view and led to a reassessment of the benefits of capital account liberalization. Scholars and policy makers started to consider the possibility of, and even advocate, capital controls to reduce the extent of international financial integration. This paper assesses the impact of financial liberalization on firms’ access to external finance and its implications for market competition and economic growth.

This paper shows that capital controls can create asymmetric access to capital markets across firms, which distorts competition and economy-wide incentives to innovate. I start by showing theoretically that, provided financial development is sufficiently high, financial liberalization leads to aggregate productivity growth through two different channels. First, it improves financing terms and encourages firms that were previously credit constrained to invest in technology, a reallocation effect. Second, it tightens product market competition and induces non-constrained firms to do the same, a pro-competitive effect. Next, I empirically test these two channels using firm-level census data from the period covering the deregulation of international financial flows in Hungary. This reform revoked capital controls that had imposed asymmetric access to international borrowing across firms. This pre-reform asymmetry between discriminated firms –those that, by law, were previously shut out of international credit markets– and non-discriminated firms allows me to identify the effects of financial liberalization across firms. The empirical results support the view that financial liberalization can lead to a reduction in asymmetric access to external finance across firms, which deepens competition and promotes a broad-based increase in firms’ investment in technology. This paper provides, for the first time, firm-level evidence for the micro-mechanisms underpinning the substantial increases in aggregate productivity that follow financial liberalization episodes, a robust correlation previously documented in a large cross-country literature.

To guide my empirical work, I develop a small open economy model in which capital controls create asymmetric access to capital markets across firms that affects the tightness of competition and investment in technology. The model shows that the impact of financial liberalization on capital-scarce economies depends on the local level of financial development. If financial development is sufficiently high, a reduction in capital controls leads to capital inflows and a decrease in the domestic interest rate that reduces asymmetric access to external finance across firms. Financial liberalization promotes aggregate productivity growth through two channels. Discriminated firms innovate more because the reduction in the domestic interest rate raises their post-innovation profits. Non-discriminated firms also innovate more because increased competition raises their incremental profits from innovating. In this case, financial liberalization is associated with capital inflows, deeper competition, and aggregate productivity growth. If financial development is low, however, a reduction in capital controls leads to capital outflows and to an increase in asymmetric access to capital markets across firms, which undermines competition and economy-wide investment in technology.
I next use the deregulation of international financial flows in Hungary in 2001 to test the model’s qualitative implications. A key feature of the period before the liberalization is that capital controls had distorted the access to international borrowing across firms. This feature allows me to identify the effect of the reform within Hungary. In particular, capital controls restricted domestic firms to borrow locally in a tight credit market while allowing foreign firms to raise funds abroad and, thus, circumvent the low credit in the Hungarian financial system. In 2001, all capital controls were lifted and, with them, the ban on domestic firms’ international borrowing. In my empirical analysis, I exploit this asymmetric access to international funds between domestic and foreign firms prior to the liberalization as a first source of cross-sectional variation. I complement this analysis by adding a second source of cross-sectional variation—differential needs for external finance at the sector level—and test whether the liberalization affected firms differentially as a function of their sectoral exposure to the reform.

The firm-level census data that I analyze (APEH, a database from the Statistical Department of the National Bank of Hungary) provides information on firms’ balance sheets reported to tax authorities for all manufacturing firms during the period 1992-2008. This extensive database allows me to build comprehensive firm-level measures of productivity, capital, and use of external finance over a long panel. It constitutes an advance over previous studies in the financial liberalization literature that focused only on small samples of large and publicly listed firms. In addition, I complement my analysis with the Business Environment and Enterprise Performance Surveys (BEEPS) of the World Bank and the European Bank for Reconstruction and Development, which report direct information on firms’ R&D, innovation activities, and financing terms.

In my empirical analysis, I first document that capital controls in Hungary were associated with a low level of credit as well as worse financing conditions and lower leverage for domestic firms, even after controlling for firm-observable characteristics. The liberalization of capital controls in 2001 led to large capital inflows and to an expansion in the local credit supply that substantially improved financing terms for these firms. By 2004, the difference in the interest rate paid by domestic and foreign firms had fallen five-fold, and the difference in the required collateral had dropped four-fold. This improvement in financing terms was associated with a 23% increase in domestic firms’ leverage and a reallocation of credit towards these firms, whose share of aggregate credit increased by 17 percentage points.

I then assess whether this reduction in capital market distortions is consistent with reallocation towards domestic firms. In line with this first channel, I demonstrate that, while prior to the financial liberalization, domestic and foreign firms’ growth rates were not statistically different, following the reform, domestic firms started growing much faster. In particular, I find that domestic firms differentially increase their capital intensity (25%), labor productivity (5%), revenue TFP (RTFP) (3%), and probability of conducting R&D and innovation activities (9 and 12 percentage points). ¹ In line with the easing of financing terms, this expansion is greater in sectors where

¹It is important to differentiate revenue TFP from physical TFP. Unfortunately, given the lack of information on firms’ prices, I am only able to measure RTFP. See also Foster, Haltiwanger, and Syverson (2008).
domestic firms had greater needs for external finance. Notably, domestic firms differentially increase their leverage as a function of sectoral financial needs.

Additionally, my results point to the second, pro-competitive, channel. First, foreign firms’ markups decreased by 3% relative to domestic firms. Second, this decline is larger in sectors that have greater needs for external finance, which are sectors where competition was initially more distorted, as domestic firms were more affected by the asymmetric access to capital markets. I find that one standard deviation increase in the index of financial dependence decreases foreign firms’ markups by 6%. Third, I also show that foreign firms increased their labor productivity, RTFP, and skill intensity as a function of sector dependence on external finance. Importantly, they did not increase their capital intensity nor their leverage. This suggests that these firms were not initially credit constrained but were responding to the tighter competition of domestic firms in those sectors. Finally, at the industry level, I find that the greater expansion of domestic firms led to reductions in industry concentration and in productivity and markup dispersion within sectors.

The expansion in firms’ productivity resulted in an increase in aggregate productivity growth. Notably, the source of this growth completely reversed following the liberalization. Prior to the reform, within-firm productivity explained only 17% of aggregate productivity growth, but after the reform, within-firm productivity explained 82% of aggregate productivity growth. This upsurge in the within-firm component is consistent with the mechanism proposed in this paper, arguing for the pro-competitive forces of financial liberalization that led all firms to increase their productivity.

The empirical identification of the effect of the financial liberalization is based on the asymmetric access to international borrowing between domestic and foreign firms prior to the reform. To test that the observed effects correspond to the liberalization and not something else, I conduct a full set of robustness tests. First, I estimate the effects by year and show that the differential response of domestic and foreign firms coincides with the timing of the reform, as the estimated coefficients do not vary prior to the liberalization, while they monotonically change following it. Second, I demonstrate that the results are not driven by sector-specific trends, as they are robust to including four-digit sector pre-reform growth trends and sector-year fixed effects. Third, the general context around the liberalization and its timing minimizes reverse causality concerns, as it was part of a general program of fourteen transition economies to join the European Union (EU). Importantly, by 2001, the deregulation of capital controls in Hungary was the only missing requirement to join the EU. The Hungarian economy was already deeply integrated with the EU, and trade and foreign direct investment (FDI) flows remained constant in the years prior to and following the liberalization. Notably, I do not find any differential pattern of growth between exporter and non-exporter firms. Additionally, I also show that other transition economies undergoing the same process of joining the EU but with already deregulated financial accounts did not witness the same pattern of capital inflows observed in Hungary.

This paper adds to a long literature on the relationship between international financial integration and economic growth in developing countries (Gertler and Rogoff 1990; Gourinchas and Jeanne 2006; Mendoza, Quadrini, and Rios-Rull 2009; and Levchenko, Ranciere, and Thoenig 2009,
among others). It illustrates that, in capital-scarce economies, the impact of financial liberalization depends on the local level of financial development. If financial development is sufficiently high, capital openness induces inflows as well as higher innovation, market competition, and economic growth. If financial development is low, however, financial liberalization leads to outflows and to lower investment and growth. This paper also relates to cross-country studies associating financial liberalization with increases in aggregate productivity.\(^2\) Bonfiglioli (2008), Bekaert, Harvey, and Lundblad (2011), and Chari, Henry, and Sasson (2012) find a positive impact of financial liberalization on aggregate productivity over the five years following a reform. This paper proposes a mechanism that can explain the increase in aggregate productivity found in these cross-country studies and uses firm-level census data from a particular reform to test it. This paper also informs the debate on the impact of capital controls in developing economies and shows that these controls can create asymmetric access to capital markets across firms, which undermines competition, investment in technology, and economic growth.\(^3\)

This paper is also related to the misallocation literature emphasizing how firm-level distortions can lower aggregate productivity (Restuccia and Rogerson 2008; Hsieh and Klenow 2009; Peters 2013; and Restuccia and Rogerson 2013). This paper is closest to Peters (2013), who shows that these distortions can affect both the static allocation of resources and firms’ dynamic innovation incentives. My paper departs from Peters’ (2013) in that I identify in the data a particular policy distortion and study how this distortion affects competition and all firms’ innovation incentives. Focusing on access to capital markets, Gopinath, Kalemli-Ozcan, Karabarbounis, and Villegas-Sanchez (2017) report large productivity losses from misallocation due to financial frictions. Additionally, Midrigan and Xu (2014) show that financial frictions can preclude credit-constrained firms from adopting more efficient technologies. This paper shows that the effect of financial frictions on productivity can be amplified through pro-competitive forces, which undermine both constrained and non-constrained firms’ incentives to invest in technology. This view is complementary to that developed by Edmond, Midrigan, and Xu (2015), who uncovered large pro-competitive effects from a removal of another distortion in a trade liberalization reform.

The remainder of the paper is structured as follows. In Section 2, I present the model that guides the empirical work. Section 3 describes the liberalization of international financial flows in Hungary. Section 4 presents the data. In Section 5, I discuss the identification strategy and test the model’s qualitative implications. Section 6 concludes.

\(^2\)In a similar vein, several studies show a positive relationship between financial deepening and productivity enhancements. In particular, they find that countries with more developed financial systems enjoy higher rates of productivity growth. See, for example, King and Levine (1993a); King and Levine (1993b); Benhabib and Spiegel (2000); and Beck, Levine, and Loayza (2000).

\(^3\)See, for example, Forbes (2007a); Forbes (2007b); Desai, Foley, and Hines (2006); Devereux and Yetman (2014); and Schmitt-Grohé and Uribe (2016), who discuss the impact of capital controls on countries.
2 Model

This section develops a small open economy model to study the impact of distortions in the access to international capital markets on competition and aggregate productivity. The model has three main ingredients. First, there are domestic and foreign firms that engage in R&D and produce in oligopolistic markets. Second, there is a local banking sector that has a low level of financial development and affects the direction of capital flows upon the financial liberalization. Third, there are capital controls that prevent local firms from accessing international funds. I employ the model to study the impact of financial liberalization on competition and firms’ investment in technology. Focusing on the case in which the liberalization leads to capital inflows, I derive qualitative implications to test using data in Section 5. These implications are derived analytically in partial equilibrium and are illustrated in general equilibrium using a numerical exercise in Appendix B.4.

2.1 Environment

Consider a small economy populated by an infinite sequence of overlapping generations, each of which lives for two periods. The economy is composed of firms, workers, and banks. This overlapping generations setting simplifies households’ saving decisions and focuses on the impact of capital controls on market competition and on firms’ incentives to invest in technology. A final good is an aggregate of a continuum of intermediate varieties. In each intermediate variety, domestic firms compete with foreign producers. Domestic and foreign firms differ in their initial productivity and access to capital markets. Labor is internationally immobile.

i) Firms’ Production and Innovation

-Production. Intermediate firms operate with a Cobb-Douglas function: \( f(q, k, l) = q k^\alpha l^{1-\alpha} \), where \( q, k, \) and \( l \) are productivity, capital, and labor, and \( \alpha \in (0, 1) \). Capital fully depreciates after production. Within each intermediate variety, a foreign and a home firm compete à la Bertrand. In equilibrium, only the firm with the lowest marginal cost is active in the variety. To deter entry, this firm resorts to limiting pricing and sets its price equal to the marginal cost of its closest rival.4

-Innovation and Technology. Intermediate firms are heterogeneous in productivity and conduct innovation activities in the first period to try to obtain a frontier technology. The innovation process is stochastic and depends on the firm’s innovation efforts \( x_s \), where \( s = \{H, F\} \) denotes home and foreign firms. If the firm gets a frontier technology in the variety, it produces in \( t + 1 \); otherwise it exits the market. For expositional simplicity, I assume that, in each variety, foreign firms enjoy a higher initial productivity level, but home firms can leapfrog the technology frontier.5 Hence, in each

---

4The pro-competitive effects of financial liberalization are also present in other oligopolistic frameworks, as in Devereux and Lee (2001), Atkeson and Burstein (2008) and Edmond, Midrigan, and Xu (2015), in which firms compete by quantities in a Cournot setting. See Appendix B.6.

5The assumption that foreign firms are more productive than home firms is consistent with the empirical pattern observed in Hungary prior to the reform, as shown in Section 5. Moreover, this is a common trait of developing
intermediate variety, innovations can originate from two sources: either the foreign firm improves the existing technology, or the home firm innovates and obtains a new state-of-the-art technology.\textsuperscript{6}

Let the initial productivity of firm $s$ in variety $j$ be: $q_{sj} \equiv \lambda^{n_{sj}}$, where $\lambda > 1$ and $n_{sj}$ is the firm’s technology level, which evolves as in a quality ladder. Express the initial productivity difference between foreign and home firms in variety $j$ as a function of the technological gap between them: $\Delta_{j} \equiv n_{Fj} - n_{Hj}$. Finally, consider an R&D technology such that if a firm aims for an innovation effort of $x_{sj}$, it needs to undertake $\Gamma$ units of labor:

$$\Gamma(x_{Fjt}, \Delta_{j}) = \lambda^{-\Delta_{j}} \frac{1}{\phi} \frac{x_{Fjt}^2}{2} \quad \text{and} \quad \Gamma(x_{Hjt}) = \frac{1}{\phi} \frac{x_{Hjt}^2}{2},$$

where $\phi$ denotes the efficiency of the innovation technology, and $x_{sj} \in (0, 1)$ are firms’ endogenous innovation probabilities. As in Klette and Kortum (2004), Akeoson and Burstein (2010), and Peters (2013), I let more efficient firms have lower innovation costs to account for the empirical finding that innovation efforts are constant for large firms. As in Peters (2013), I assume that the innovation of foreign firms is easier when their technological advantage is greater, i.e. $\lambda^{-\Delta}$. This assumption simplifies the exposition and does not affect the model’s implications (as shown in Appendix B.7). Firms take the innovation efforts of other agents and factor prices as given.

The final good aggregates a continuum of measure one of $j$ intermediate varieties, employing a Cobb-Douglas production function $Y_{t+1} = \exp \left( \int_{0}^{1} \log(y_{jt+1})dj \right)$. Given this final good production, the optimal demand for each intermediate variety $j$ is $y_{jt+1} = \frac{Y_{t+1}}{p_{jt+1}}$.

The timeline is as follows. Workers supply labor inelastically for a wage during their youth in $t$ and consume during their old age in $t + 1$. In the first period, intermediate firms make two decisions: first, they choose their optimal innovation efforts; next, once the innovation process is realized, they decide whether to produce in the second period. To produce, firms need to invest in physical capital in $t$. Banks collect savings from households to lend to firms.\textsuperscript{7} Active firms produce.

\begin{center}
\begin{tikzpicture}
\draw[<->] (0,0) -- (5,0) node[midway, above] {Timing};
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\draw[->] (5,0.5) -- (5,1.5) node[above] {t + 1};
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\draw[->] (2,0) -- (4,0) node[above] {New firms innovate (…)};
\draw[->] (4,0) -- (6,0) node[above] {Old workers consume};
\draw[->] (6,0) -- (8,0) node[above] {Active firms produce};
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\footnotesize{\textsuperscript{6}}Economies, as reported by Gorodnichenko and Schnitzer (2013). Finally, note that a home firm would not invest simply to catch-up to its rival’s technology, as it would earn zero profits (see also Grossman and Helpman 1991).

\footnotesize{\textsuperscript{7}}I assume that the probability of two firms innovating at the same time is zero, to be consistent with standard models of innovation (Grossman and Helpman 1991; Aghion and Howitt 2009; among others).

\footnotesize{\textsuperscript{7}}For simplicity, I let firms borrow from banks once they learn about the result of the innovation process and, hence, there is no uncertainty in the debt contract. As standard in innovation models, this assumption implies that workers are able to insure against the innovation risk (see Aceromgolu 2009; Aghion and Howitt 1992; Peters 2013).
ii) Banking Sector and Capital Controls

Consider a perfectly competitive banking sector in which risk-neutral banks act as intermediaries that collect savings from young workers to lend to local firms. Banks face an intermediation cost $\mu$ per unit of amount lent that depends on the level of financial development in the country, $\mu > 0$. In equilibrium, the domestic lending ($R_{L_{t+1}}$) and deposit ($R_{D_{t+1}}$) interest rates satisfy

$$R_{L_{t+1}} = R_{D_{t+1}} + \mu.$$  

(1)

Capital controls on domestic agents allow only local banks to intermediate foreign funds, but they incur a cost. In particular, banks need to pay a tax $\tilde{\tau}$ per unit of foreign borrowing or lending, which is then redistributed lump-sum to local households. Importantly, this tax level determines whether banks have incentives to intermediate foreign funds and, accordingly, whether the economy is open or closed to international financial flows.

To determine the direction of capital flows upon the liberalization is necessary to solve for the equilibrium interest rate in the closed economy. Accordingly, I start by presenting an economy in which the tax rate on foreign transactions is high enough such that banks do not intermediate foreign funds and international financial flows are shut down (Sections 2.2 and 2.3). Next, I turn to study the effects of a reduction in capital controls (Section 2.4). I normalize the intermediation cost of the world to zero and denote the foreign interest rate as $R_{*_{t+1}}$. Focusing on a capital-scarce economy, I let the domestic lending rate –to be determined below– be higher than the foreign rate: $R_{L_{t+1}} > R_{*_{t+1}}$.

2.2 Firms’ Optimal Behavior and Aggregate Productivity Growth

Firms’ optimal strategies are solved by backward induction. I focus on the main results and present the derivations in Appendix B.

-Production and Price Setting. In this Bertrand setting, only the firm with the lowest marginal cost in each variety is active in equilibrium. The marginal cost of the active firm in variety $j$ is $MC_{sj_{t+1}} = \frac{1}{q_{sj_{t+1}}}(\frac{R_{j_{t+1}}}{\alpha} \frac{w_{s_{t+1}}}{1-\alpha})^{1-\alpha}$, where $R^{s'}$ is either the local lending rate for home firms ($R^{L}L$) or the world rate ($R^{*}$) for foreign firms. Higher financing terms imply higher marginal costs. After minimizing its production costs and setting its price, the active firm’s profit from production activities is $\Pi_{sj_{t+1}} = (1 - \xi_{sj_{t+1}})^{-1}Y_{t+1}$, where $\xi_{sj_{t+1}}$ denotes its markup. This expression shows that a firm’s profit is proportional to its markup, which is the only firm-specific variable in the expression. In equilibrium, the active firm’s markup is equal to the intermediate good’s price over the marginal cost, where the price is set to the marginal cost of the firm’s closest competitor, and its marginal cost depends on the result of the innovation process and financing costs. I present separately the cases in which either the foreign or the home firm is active in equilibrium.
If the foreign firm in variety \( j \) is active, its markup will be either
\[
\xi_{Fjt+1}^{\text{post}} \equiv \frac{p_{jt+1}^{\text{post}}}{MC_{Fjt+1}^{\text{post}}} = \tau_{t+1} \lambda_{jt+1} \quad \text{or} \quad \xi_{Fjt+1}^{\text{pre}} \equiv \frac{p_{jt+1}^{\text{pre}}}{MC_{Fjt+1}^{\text{pre}}} = \tau_{t+1} \lambda_{jt+1},
\]
(2)
where \( \text{post} \) and \( \text{pre} \) denote whether it succeeds in improving its technology or maintains its initial productivity level. Equation (2) shows that the foreign firm’s markup has two components. First, as in quality ladder models, the leader’s markup increases with the technology gap between the leader and its closest market rival (\( \Delta_j \)) because the productivity advantage allows setting higher prices. Second, the new feature of the model is that the foreign firm’s markup is distorted by \( \tau_{t+1} \), where \( \tau_{t+1} \equiv (R_{t+1}^L/R_{t+1}^*)^{\alpha} > 1 \) and represents the difference in borrowing costs between home and foreign firms. Therefore, besides any technological advantage that foreign firms might enjoy, they can obtain higher markups stemming from their preferential access to capital markets. That is, a higher local lending rate implies high marginal costs for home firms, which undermines their competitive pressure and allows foreign firms to set higher prices.

If instead the home firm in variety \( j \) is active, its markup will be
\[
\xi_{Hjt+1}^{\text{post}} \equiv \frac{p_{jt+1}^{\text{post}}}{MC_{Hjt+1}^{\text{post}}} = \frac{1}{\tau_{t+1}} \lambda.
\]
(3)
Similar to foreign firms’ markups, equation (3) shows that the home firm’s markup depends on the technology advantage and the asymmetric access to international capital markets. However, unlike the foreign firm, the home firm’s markup is reduced by the differential access to finance, \( \tau_{t+1} \). The reason is that, even if the home firm manages to obtain a frontier technology and the lowest marginal cost, it still faces higher borrowing costs than its foreign rival. If the home firm does not succeed in obtaining a frontier technology, it will continue to have a higher marginal cost than its foreign rival and will remain out of the market. I now turn to study how this distortion in firms’ profits affects their incentives to invest in technology.

-Innovation Activities. In the first period, firms choose their optimal innovation efforts so as to maximize their expected profits net of the innovation costs. After maximizing their total profits, their optimal innovation intensities, \( x_{Ft} \) and \( x_{Ht} \), become
\[
x_{Ft} = \frac{\phi}{\tau_{t+1}} \left(1 - \lambda^{-1}\right) \frac{Y_{t+1}}{w_{t} R_{t+1}^*} \quad \text{and} \quad x_{Ht} = \frac{\phi}{\tau_{t+1}^{1/\alpha}} \left(1 - \lambda_{t+1} - 1\right) \frac{Y_{t+1}}{w_{t} R_{t+1}^*}.
\]
(4)
As in quality ladder models, firms’ optimal innovation efforts depend on the market size (\( Y \)), the efficiency of the innovation technology (\( \phi \)), the increment in technology (\( \lambda \)), and the innovation cost in labor units (\( w \)). The new feature of the model is that all firms’ optimal innovation efforts also depend on the distortion in the access to international capital markets. Critically, home and foreign firms’ efforts are reduced by \( \tau_{t+1} \). Two forces lead to this result. Regarding home firms, their higher borrowing costs reduce their post-innovation profits and, hence, their innovation incentives.
Concerning foreign firms, their innovation efforts are reduced because—when they are the market leaders—they face weak competition and enjoy greater monopolistic power to set prices. Higher prices lower their production levels and, hence, their innovation incentives aiming to reduce the production costs. In this way, differences in borrowing costs affect all firms’ markups and, hence, their profits and optimal innovation efforts.

Aggregate Productivity Growth. In each intermediate variety, the expected productivity increase is given by \( \log(\lambda)(x_{Ht} + x_{Ft}) \), as each innovation raises productivity by a factor of \( \log(\lambda) \), and domestic and foreign firms innovate with a probability \( x_{Ht} \) and \( x_{Ft} \). Under the law of large numbers, a continuum of varieties ensures that aggregate productivity growth is given by

\[
g_{Qt+1} = \log(\lambda)(x_{Ft} + x_{Ht}).
\] (5)

Equation (5) shows that distortions in the access to international capital markets significantly reduce aggregate productivity growth, as they decrease home and foreign firms’ innovation efforts.

2.3 Equilibrium

An equilibrium is represented by the sequence \( \{x_{st}, p_{sjt+1}, y_{sjt+1}, w_{t+1}, R_{t+1}^L\}_t=0^\infty \) such that: banks have zero profits and equation (1) is satisfied; active firms in each variety set the price equal to the marginal cost of the closest competitor, and the intermediate optimal demand for each variety \( (y_{jt+1}) \) is satisfied; firms’ innovation intensities are given by equation (4), such that \( x_{Ht} \) and \( x_{Ft} \) maximize expected profits taking aggregate output, wages, interest rates, and the innovation efforts of other firms as given; the economy growth rate is \( g_{Yt+1} = \frac{1}{1-\alpha}g_{Qt+1} \), where \( g_{Qt+1} \) is given by (5); labor and capital markets clear; aggregate consumption is the sum of old workers’ consumption, and aggregate output is given by \( Y_{t+1} \).

Labor market clearing implies that all workers are employed in either production \( (L^P) \) or innovation activities \( (L^I) \), i.e. \( L_{t+1} = L_{t+1}^L + L_{t+1}^P \). In this closed economy, capital market clearing implies that home firms’ investment equals the local savings of young workers, and the domestic lending and deposit interest rates are given by

\[
R_{t+1}^D = R_{t+1}^L - \mu = \alpha \frac{Y_{t+1}}{K_{t+1}^H} \Lambda_{t+1}^H - \mu,
\] (6)

where \( K_{t+1}^H \) and \( \Lambda_{t+1}^H \) are the aggregate capital demand and markups of active home firms. Equation (6) shows that the domestic deposit rate depends on two components: the domestic capital stock and the local level of financial development. Importantly, they operate in opposite directions. First, as in a standard small economy model, the more capital scarce is the economy, the higher

\[8\]See Appendix B.1 for derivations.
is the lending rate and, hence, the deposit interest rate. Second, the lower is the level of financial development (higher \( \mu \)), the lower is the deposit rate. Hence, the equilibrium level of the deposit interest rate in the closed economy depends on which of the two components prevails. The economy’s budget constraint is given by \( C_{t+1} + I^H_{t+1} = w_{t+1}L^P_{t+1} + R^D_{t+1}K^H_{t+1} + \Pi^H_{t+1} \), where domestic consumption and home investment equal the wages in production activities, payments to home capital, and net profits of active domestic firms. Note that foreign firms invest capital until their return is equal to the world interest rate. The balance of payment implies that the current and capital account sum to zero and that foreign firms’ net profits and capital repayment equal their investment: \(-[\Pi^F_{t+1} + R^*_tK^F_{t+1}] + I^F_{t+1} = 0\).

2.4 Financial Liberalization

I turn to study how a reduction in capital controls affects capital flows, competition, and investment in technology. I first introduce how these controls affect banks’ optimal behavior and, through them, the direction of capital flows upon the financial liberalization (Section 2.4.1). Next, I present the case in which financial liberalization leads to capital inflows and derive the qualitative implications of a reduction in capital controls that guide the empirical analysis (Section 2.4.2).^9

2.4.1 Banks and the Direction of Capital Flows

Under capital controls, banks have two financing choices: they can either use local savings and pay the deposit rate \( R^D_{t+1} \) or borrow foreign savings and pay the world rate plus the per unit tax \( R^*_t + \tilde{\tau} \). Similarly, banks have two lending options: they can either lend to home firms for a net return of \( R^L_{t+1} - \mu \) or pay the tax and lend internationally for a return \( R^*_t + \tilde{\tau} \). I have assumed earlier that \( \tilde{\tau} \) was prohibitively high such that banks did not intermediate foreign funds (i.e. \( R^D_{t+1} < R^*_t + \tilde{\tau} \), and \( R^L_{t+1} - \mu > R^*_t + \tilde{\tau} \)). I present below how a reduction in capital controls affects banks’ financing and lending activities and, hence, the direction of capital flows upon the liberalization.

Financial liberalization implies a reduction in the tax on foreign transactions to \( \hat{\tau} \). In this capital-scarce economy, the direction of capital flows upon the liberalization depends on the country’s level of financial development. This economy faces two different cases. First, if the local level of financial development is sufficiently high (low \( \mu \)), the closed-economy domestic deposit rate is greater than the foreign rate plus the new tax on foreign transactions \( R^D_{t+1} > R^*_t + \tilde{\tau} \), and banks find it less costly to finance themselves using foreign funds. Furthermore, since the return from lending abroad is lower than the net local lending rate, banks only lend locally.\(^{10}\) This is the case

^9Section B.5 develops the case in which financial liberalization leads to capital outflows.

^10To see this, consider that \( R^D_{t+1} > R^*_t + \tilde{\tau} \) implies that \( R^L_{t+1} - \mu > R^*_t + \tilde{\tau} \), which is greater than \( R^*_t + \tilde{\tau} \), i.e. the net interest rate that banks would obtain from lending abroad. Banks’ optimal choices are derived formally in Appendix B.2.
in which the economy receives capital inflows. Second, if instead the level of financial development is low (high \( \mu \)), the net interest rate that banks would receive from lending locally is lower than the net return from lending abroad (\( R^L_{t+1} - \mu < R^*_{t+1} - \hat{\tau} \)), and banks prefer to lend to foreign agents. Additionally, banks finance themselves by employing local savings only because the local deposit rate is lower than the cost of employing foreign savings.\(^{11}\) This is the case in which the economy sees capital outflows. The next section discusses the implications of a reduction in capital controls leading to capital inflows on market competition and investment in technology for an economy subject to capital controls with \( \hat{\tau} \).

### 2.4.2 Qualitative Predictions

Capital inflows reduce the domestic deposit rate until it is equal to the foreign interest rate plus the new tax level (\( \hat{\tau} \)), and banks become indifferent between using local or foreign savings. In the new equilibrium, the domestic deposit and lending rates, \( \hat{R}^D_{t+1} \) and \( \hat{R}^L_{t+1} \), are given by

\[
\hat{R}^D_{t+1} = R^*_{t+1} + \hat{\tau} \quad \text{and} \quad \hat{R}^L_{t+1} = R^*_{t+1} + \hat{\tau} + \mu.
\]

The domestic deposit and lending rates become exogenously determined and lower than in the closed economy. Crucially, this decrease in the local lending rate reduces the asymmetric access to external finance between foreign and home firms.\(^{12}\)

To analyze the effects of financial liberalization on competition and productivity, I conduct comparative statics exercises with respect to \( \tau \) and derive five qualitative implications of the effect of a reduction in capital controls. These propositions, discussed formally in Appendix B.3, are derived analytically in a partial equilibrium setting where aggregate output and wages are held constant, and are confirmed in general equilibrium using a numerical illustration in Appendix B.4.\(^{13}\)

**Proposition 1:** Innovation intensities. A reduction in the asymmetric access to international borrowing (\( \tau \)) encourages home and foreign firms to increase their innovation intensities (\( x_{Ht} \) and \( x_{Ft} \)). Notably, the innovation efforts of home firms increase relatively more:

\[
\frac{\partial x_{Ft}}{\partial \tau_{t+1}} < 0, \quad \frac{\partial x_{Ht}}{\partial \tau_{t+1}} < 0 \quad \text{and} \quad \left| \frac{\partial x_{Ft}}{\partial \tau_{t+1}} \right| < \left| \frac{\partial x_{Ht}}{\partial \tau_{t+1}} \right|.
\]

Proposition 1 states that financial liberalization leading to capital inflows encourages home and

\(^{11}\)Note that as \( R^D_{t+1} < R^*_{t+1} - \hat{\tau} \), \( R^D_{t+1} < R^*_{t+1} + \hat{\tau} \), implying that the local deposit rate is lower than the cost of raising foreign funds.

\(^{12}\)Note that, given a change in capital controls, the lower is the level of financial development, the lower is the decrease in the domestic lending interest rate and the increase in capital inflows. This is in line with cross-country studies showing that the impact of financial liberalization is larger in countries with a higher level of financial development, as in Bekaert, Harvey, and Lundblad (2011); and Kose, Prasad, Rogoff, and Wei (2008).

\(^{13}\)In these propositions, I assume an additional technical restriction on \( \lambda < 2 \). This parameter relates to the frequency of the innovations and is usually parametrized between 1.05 and 1.25 (see Stokey 1995; Bloom, Schankerman, and Van Reenen 2013; and Acemoglu and Akcigit 2011, among others).
foreign firms to increase their innovation efforts. Home firms invest more in technology because the liberalization reduces their financing costs, increasing their post-innovation profits. Foreign firms invest more in technology because the benefit from innovating increases. That is, the liberalization narrows the gap between firms’ marginal costs, deepening competition and inducing foreign firms to increase innovation efforts to escape competition. Importantly, the innovation efforts increase more for home firms. As foreign firms are more productive than home firms, then –in the average intermediate variety– the former are the incumbents and the latter are the entrants. Since the distortion has a greater effect on the innovation incentives of the entrant-home firms relative to that which undermines the foreign market leader (Arrow’s replacement effect), the liberalization has a relative greater impact on the home firms’ innovation efforts.

-Proposition 2: Leverage. A reduction in $\tau$ raises home firms’ expected debt-to-sales ratio ($\frac{(d/y)_{Hjt+1}}{y}$):\
\[
\frac{\partial (d/y)_{Hjt+1}}{\partial \tau_{t+1}} < 0.
\]

Financial liberalization lowers home firms’ financing costs, encouraging their investment and leverage.

-Proposition 3: Markups. A decrease in $\tau$ reduces foreign firms’ expected markups ($\xi_{Fjt+1}$):\
\[
\frac{\partial \xi_{Fjt+1}}{\partial \tau_{t+1}} > 0.
\]

Foreign firms’ markups originate from two sources: the difference in the borrowing costs and the technological gap between the foreign firms and their local competitors. Both of these drop following the reduction in capital controls. First, the improvement in financing terms deepens the competitive pressure of home firms, undermining foreign firms’ ability to set higher prices and obtain higher markups. Second, the greater innovation efforts of home firms reduce the technology gap between the home firms and their foreign rivals.

-Proposition 4: Productivity gap. Reductions in the asymmetric access to capital markets ($\tau$) decrease the expected productivity gap between home and foreign firms ($\Delta_{t+1}$). In particular, this drop is greater in varieties where foreign firms were technologically far ahead of their local competitors:
\[
\frac{\partial \Delta_{t+1}}{\partial \tau_{t+1}} > 0 \quad \text{and} \quad \frac{\partial \Delta_{t+1}}{\partial \tau_{t+1} \partial \Delta_{t+1}} > 0.
\]

As home firms’ innovation efforts increase relatively more, they are more likely to overtake their

\[14\]Leader firms’ innovation efforts depend on the difference between the post- and pre-innovation profits, and both of them decrease with the fall in capital controls. Importantly, pre-innovation profits decrease more, which raises the benefit from innovating. The reason is that capital market distortions affect foreign firms’ profits more, the narrower is the technology gap between the foreign firms and their home competitors.
foreign rivals and decrease the technology gap between them. In addition, as home firms are more likely to entry, the productivity gap narrows more in varieties where the initial gap was the largest.

-Proposition 5: Aggregate productivity growth. A decrease in $\tau$ increases aggregate productivity growth $(g_{qt+1})$:

$$\frac{\partial g_{qt+1}}{\partial \tau_{t+1}} < 0.$$ 

As firms increase their innovation efforts, aggregate productivity growth increases. Notably, this expansion stems from the two channels proposed in the paper: better financing terms induce home firms to innovate more, and deeper competition encourages foreign firms to do the same.$^{15}$

Propositions 1-5 provide qualitative implications about the impact of financial liberalization on competition and firms’ investment in technology. In the next sections, I use the deregulation of international financial flows in Hungary in 2001 to test these implications.

3 The Deregulation of International Financial Flows in Hungary

This section presents the capital controls that were in place in Hungary prior to 2001 and describes the liberalization of international financial flows and its impact on firms’ access to external funds.$^{16}$

Prior to 2001, regulations in the foreign exchange (FX) market were the main capital control tool in Hungary.$^{17}$ Foreign exchange operations were regulated by Act XCV of 1995, which employed three main tools to limit international financial flows. It used two tools to restrict banks’ ability to intermediate foreign funds and one tool to prevent firms from borrowing internationally. The first tool restricting banks’ international financial flows was the ban on currency forward instruments –chiefly among them, FX swaps and forward contracts. These instruments allow hedging against exchange rate fluctuations and, hence, are crucial for banks to raise foreign funds. The second tool was the regulations on the spot market, which required banks’ transactions in foreign currency to

$^{15}$ As discussed above, if the local level of financial development is low, $R_{t+1}^L - \mu < R_{t+1}^I - \tau$, and banks prefer to lend to foreign agents. In this case, the model’s predictions are reversed and a reduction in capital controls leads to capital outflows as well as lower competition and productivity growth (Appendix B.5).

$^{16}$ This reform was driven by the accession to the European Union. To join the EU, all candidate countries have to accomplish the Copenhagen Criteria of 1993. One of these criteria is that candidates have to ensure free movement of capital, the only missing requirement in Hungary. The reform completed the deregulation of international financial flows. Section 5.1 discusses the identification strategy in detail.

$^{17}$ FX market controls are commonly used to regulate international capital flows, as they restrict agents from acquiring foreign currency, hedging the exchange rate risk and, hence, borrowing or lending internationally. These controls were widely implemented during the Bretton Woods years, when countries had fixed exchange rate regimes (see Smith, Walter, and DeLong 2012). Lately, during the Great Recession, many emerging markets—as, for example, Korea and Brazil—employed them to restrict capital inflows.
be pre-approved by the Central Bank (National Bank of Hungary, NBH) and made the spot FX market very illiquid.\footnote{In particular, the regulations in the spot market included a ban on foreign financial investors to participate in the market, restrictions in the amount of interbank lending in foreign currency, and the requirement for banks to apply for individual licenses to acquire foreign currency.} These restrictions substantially limited banks’ ability to intermediate foreign funds and made them reluctant to borrow internationally. As a result, banks based their credit supply on domestic savings, which led to a low level of credit. In 2000, Hungary’s credit-to-GDP ratio (0.27) was three times smaller than the OECD average (0.86), and its credit-to-deposit ratio was a third lower (0.83 versus 1.2 in OECD countries).

The third tool that Act XCV used to limit international financial flows was the regulation on firms’ borrowing in foreign currency. Under this law, only firms declaring to tax authorities that they receive foreign currency income were allowed to borrow in foreign currency.\footnote{In particular, the Act regulated which firms could have bank accounts in foreign currency. Under this law, only firms reporting to tax authorities that they receive foreign currency income were allowed to apply for convertible accounts, i.e. bank accounts denominated in foreign currency. Without declaring foreign currency income, firms were not allowed to open convertible accounts and, thus, could not borrow in foreign currency.} Crucially, this regulation divided firms into two groups. The first group of firms, domestic firms, were limited to borrowing locally in national currency and, hence, were disproportionately affected by the low level of credit in the local financial system. The second group of firms was composed of foreign companies that, unlike domestic firms, could avoid the local restrictions by directly obtaining international funds.\footnote{While the law allowed domestic exporters to borrow internationally, the empirical evidence suggests that they were not obtaining international funds. As discussed in Section 5.2, prior to the reform, domestic exporters had the same level of leverage and financing terms as domestic non-exporters and shared the same post-reform pattern of growth (see Tables A.4 and A.5 in the online Appendix). Notably, even after the financial liberalization, domestic exporters had limited access to international capital markets. In 2004, only fourteen domestic exporters reported that they had debt in foreign markets. In this way, the empirical evidence suggests that Hungarian exporters and non-exporters were similarly constrained from borrowing from abroad. For this reason, I treat these firms similarly and focus on a much sharper contrast revealed in the data: the asymmetric access to international borrowing between foreign and domestic firms.} Although there is no precise record indicating the exact amount of foreign indebtedness at the firm level, there is substantial evidence that foreign firms used these funds intensively. As reported by the IMF (1998), these firms employed two main sources of international funds. First, they enjoyed the relationship between the parent company and its banks to access foreign bank credit. Second, they intensively used internal capital markets with their parent companies. In 1998, more than one-third (35\%) of total credit in the economy was internal credit between parent companies and subsidiaries in Hungary. This use of internal capital markets offers foreign firms financial advantages relative to their local competitors, as shown by Desai, Foley, and Hines (2004); and Desai, Foley, and Forbes (2008), among others.

In this way, FX controls created asymmetric access to international borrowing between domestic and foreign firms. This asymmetry was reflected in differences in firms’ financing terms, as implied in the model. The BEEPS indicate that domestic firms paid interest rates that were 3.2 percentage points higher than foreign firms and that the required value of the collateral on total debt was 58\% greater (Table 1). As a result, domestic firms’ leverage was a third lower than that foreign firms. In my empirical analysis, I exploit this pre-reform asymmetry to identify the effect of the financial
liberalization within Hungary.

In 2001, Act XCIII removed the regulations in the FX market, namely the ban on forward currency instruments and the restrictions on the spot market and on firms’ foreign currency borrowing. The liberalization had a large impact on banks’ use of foreign funds. As shown in Figure 1, within the three years before and after the reform (1998-2004), net capital inflows of financial institutions rose from 0.6 to 3.3 billion U.S. dollars per year, and their external debt more than tripled, reaching 20 billion U.S. dollars. In parallel, banks started intensively employing financial derivatives, particularly FX swaps. Both cross-border and local derivatives soared and, by 2004, they had increased by more than three-fold. The increase in banks’ liquidity was associated with an expansion in the local credit supply. Table 1 shows that, by 2004, the credit-to-GDP ratio had almost doubled and the credit-to-deposit ratio had grown by more than a third.

Capital inflows led to a decrease in the lending interest rate, which substantially improved financing terms for domestic firms and –as in the model– reduced the asymmetric access to finance across firms. By 2004, the interest rate differential between domestic and foreign firms had fallen five-fold from 3.2 percentage points to 0.65 percentage point, and the difference in the value of the required collateral had dropped four-fold from 58 to 11 percentage points. In addition, data from the NBH reveal that small and medium enterprises increased their share of total credits by 17 percentage points. Importantly, this expansion was driven by credits in FX: by 2004, one-third of their credit was denominated in foreign currency. In the aggregate, the expansion of banks’ international borrowing was also reflected in the financial account, whose deficit almost doubled by 2004 (from 3.8 to 6.9 billion of U.S. dollars per year).

The figures above indicate that the financial liberalization in Hungary was associated with capital inflows and with a reduction in the asymmetric access to finance between domestic and foreign firms, as the model illustrates. In the next sections, I employ the model’s qualitative implications to assess whether this reduction affects competition and productivity growth.

4 Data

I test the model’s predictions using two firm-level databases: APEH, which contains panel data on firms’ balance sheets reported to tax authorities and is provided by the Statistical Department of the National Bank of Hungary, and the Business Environment and Enterprise Performance Surveys (BEEPS) of the World Bank and the European Bank for Reconstruction and Development.

The APEH database contains census data on manufacturing firms and spans the period 1992-2008. This database provides information on firms’ value added, sales, output, stock of capital, employment, wages, materials, exports, and ownership structure, which I employ to construct measures of capital intensity (capital per worker), labor productivity (value added per worker), RTFP, markup, and ownership status. To obtain real values, I use price indexes at four-digit NACE industries for materials, investment, value added, and production. The RTFP measure is
computed using the Olley and Pakes (1996) method to estimate the parameters of the production function. For robustness, I additionally estimate these parameters using De Loecker and Warzynski (2012), Petrin and Levinsohn (2012), and Wooldridge (2009) methodologies. I estimate markups as a wedge between the firm’s labor share and the labor elasticity of production. Following the standard literature, I define a firm as foreign if more than 10% of its shares belong to foreign owners. Beginning in 1999, firms were asked to report short-term debt undertaken with financial institutions. I use this information to construct a proxy for leverage: the short-term debt-to-sales ratio. Since providing this information is optional, only some firms provided it, shrinking the sample of non-missing observations by approximately 50%.

The firm-level analysis in Sections 5.2-5.4 focuses on a balanced panel of 5,548 firms present over the period 1998-2004 and for which there is enough information to compute the RTFP measure. Since smaller firms are more subject to measurement error problems, I retain firms with five or more employees. This balanced panel accounts for 77% of value added and 70% of employment in the manufacturing sector. Additionally, I employ the unbalanced panel to conduct several robustness tests and conduct the industry- and aggregate-level analysis in Sections 5.5 and 5.6.

I assess changes in firms’ innovation activities using the BEEPS (2002 and 2005). These surveys provide information on all economic activities and employ stratified random sampling to ensure that they are representative of the population of firms. The BEEPS report information on innovation activities and expenditures in R&D. The surveys ask whether the firm has conducted any of the following activities in the previous three years: developed a major product line, upgraded an existing product line, acquired a new production technology, obtained a new licensing agreement, or obtained a new quality accreditation.\(^{21}\) I construct a dummy variable (Innovation) if the firm has undertaken any of these activities and a dummy variable (R&D) if the firm reports R&D spending. The surveys also report information on firms’ financing terms—cost of loans and the value of the collateral required on total loans—which I employ in Section 5.3.

To test the financial channel, I use information on sector dependence on external finance from Raddatz (2006), who re-estimated the financial dependence index of Rajan and Zingales (1998) for U.S. listed firms at the four-digit industry level. This index measures the amount of investment that cannot be financed through internal cash flows and is used as a proxy for sectors’ technological needs for external finance. As capital markets are largely advanced in the United States and listed firms are less likely to be credit constrained, this index tends to capture the technical needs for external finance in the sector. Using an index estimated for U.S. firms avoids endogeneity concerns.\(^{22}\)

\(^{21}\) These measures of innovation follow the recommendations of the Oslo Manual developed by the OECD and Eurostat for innovation surveys. This definition of innovation focuses on new and improved product and processes that are ‘new to the firm’. This emphasis on ‘what is new to the firm’ is of special interest to this study because Hungary is a developing economy, and the easing of credit conditions might have encouraged more domestic firms to adopt frontier technologies rather than develop new ones. Importantly, the majority of firms (75%) have reported that these activities were a critical contributor to their growth. See also Gorodnichenko and Schnitzer (2013).

\(^{22}\) More precisely, Rajan and Zingales (1998) define needs for external finance as firms’ capital expenditures minus cash flows from operations divided by capital expenditures for U.S. listed firms. Then they use the sector median value to construct the dependence on external finance for each industry at the three-digit level.
5 Empirics

This section assesses the impact of the financial liberalization in Hungary on market competition and firms' investment in technology. I employ the model's qualitative implications to guide the empirical analysis. In Section 5.1, I start by describing the identification strategy. In Sections 5.2 and 5.3, I test whether domestic firms expanded more than foreign firms in terms of investment in technology (Proposition 1) and whether this expansion correlates with an increase in leverage (Proposition 2). In Sections 5.4 and 5.5, I evaluate whether deeper competition leads to reductions in foreign firms' markups (Proposition 3) and changes in the productivity gap within sectors (Proposition 4). In Section 5.6, I assess whether aggregate productivity growth accelerates (Proposition 5) and explore the source of this growth.

5.1 Identification Strategy

This section presents the identification strategy and discusses possible concerns regarding the empirical analysis, for example, differences in firms' initial characteristics and previous growth trends, differences in industrial patterns of growth, sample selection, and reverse causality.

The identification strategy of the effect of financial liberalization is based on the asymmetric access to international capital markets for domestic and foreign firms prior to the reform. I exploit this source of cross-sectional variation to test the two forces proposed in this paper. I test the first force –financial liberalization encouraging home firms' investment in technology– in two steps. I first estimate the differential impact of the reform on domestic firms' investment. I next examine the financial channel by adding another source of cross-sectional variation: sector financial needs. That is, I exploit three sources of variation –time, sector reliance on external finance, and firms' access to international borrowing prior the reform– to assess whether home firms with greater needs for external finance expand more after the liberalization. I complement this analysis by using direct information on firms' leverage and financing terms to test whether home firms increase the use of bank credit. To test the second force –financial liberalization deepening competition– I exploit variations in terms of sector financial needs. Since the asymmetric access to international borrowing has a more distortionary effect on competition in sectors in which domestic firms employ external finance more intensively, the deepening of market competition is relatively greater in those sectors. Hence, I exploit differences in sector financial needs to identify the pro-competitive forces on foreign firms across sectors.

To identify the effect of the reform, it is important to determine whether domestic and foreign firms differed in characteristics that could involve heterogeneous patterns of investment and productivity growth. If these differences were not accounted for, the estimated coefficients could be biased. Table 2 breaks down the data into domestic and foreign firms and presents sample means in the initial year (1998) by type of firm. Prior to the reform, foreign firms were older; were larger in terms of value added, employment, labor productivity, and RTFP; and enjoyed higher markups.
These firms also had a higher probability of conducting innovation and R&D activities, as shown in Table 3. Since the difference in means in these variables is statistically significant, I control for them in my reduced-form regressions.

A main assumption of the empirical strategy is that before the reform, firms shared similar growth trends. Indeed, a first glance at the data confirms that domestic and foreign firms saw similar patterns of growth within the five years preceding the reform (1996-2000). Figure 2 plots the evolution of the main outcomes analyzed: labor productivity, RTFP, capital intensity, markups, and leverage. Values are normalized to their initial levels. Remarkably, these parallel patterns of growth reversed after the reform. In line with the theory proposed in this paper, following the liberalization, the average domestic firm grew faster in terms of labor productivity, RTFP, capital intensity, and leverage. Also, consistent with the model’s predictions, foreign firms’ markups shrank faster. The analysis of the sample means confirms that the growth rates of foreign and home firms were not statistically different over the five years before the deregulation (Table 4).

The previous paragraph discussed the concern over firms’ pre-existing growth trends. If domestic firms were correlated with some industry characteristics, however, it would be necessary to control for them to rule out possible sources of bias. I estimate the equations in first differences, so that time-invariant industry characteristics are differenced out. However, if sectors with different initial characteristics were on different trends, the estimated coefficient could capture some omitted industry-level time-dependent variable. I tackle this issue in three different ways. First, to account for sectoral pre-existing growth trends, I include the capital intensity and productivity growth at the four-digit NACE industry level in Hungary before the reform (1996-1997). Second, since sectors’ investment and productivity could be growing at a different pace in the global economy, I also control for capital intensity and productivity growth in the United States. Third, as a robustness test, I also consider sector and sector-year fixed effects at the four-digit NACE industry level.

A critical hypothesis underlying the study is that the sample is not subject to selection issues; that is, pro-competitive forces may affect not only firms’ outcomes but also the probability of a firm being observed. If this probability differed between domestic and foreign firms over time, the conditional expectations on the OLS residuals would be different from zero and the estimated coefficients would be biased (see Heckman 1974 and Heckman 1979). To assess whether this missing data problem challenges my estimations, I check whether there are differences in the probability of domestic and foreign firms being observed. In particular, I define a surviving firm if it existed the year before the reform (2000) and did not exit within the three years following it. Next, I compute the survival ratio of domestic and foreign firms and test whether there are differences in their means. Results show no statistically significant difference between the survival probability of domestic and foreign firms, and suggest that this missing data problem does not affect the estimated coefficients (Table A.1 in the online Appendix).

The general context around the reform and its timing makes it likely to be exogenous with respect to the main outcome analyzed, i.e. changes in home firms’ investment in technology. The reform was driven by the accession of transition economies to the EU. The requirements to join the
EU were predetermined by the Copenhagen Criteria in 1993 and have been equal for all accessing countries since then. In this sense, the content of the reform was exogenous to the country’s political choice. As the agenda was jointly determined by the European Council and the candidate countries, it is unlikely to have been driven by political pressure from Hungarian firms.\textsuperscript{23}

Even though the preceding points address the reverse causality problem, any event occurring in the years around the reform and affecting firms’ investment choices differentially could affect the estimated coefficients. To identify the effect of the reform, I restrict the analysis to the three years preceding and following it. Importantly, during this period, no other significant event that could differentially affect firms’ investment in technology occurred in Hungary. First, the economy was growing at a steady pace, with no significant shock in these years. Notably, real external flows—as trade and foreign direct investment—remained constant.\textsuperscript{24} Second, major reforms had already taken place during the early 1990s, such as privatization of public companies, bank deregulation, and competition laws.\textsuperscript{25} Third, the EU did not require any further reform that could affect the development of the manufacturing sector. Finally, the Hungarian economy was already deeply integrated with the EU. This integration was remarkable in the manufacturing sector: this sector’s exports to the EU already accounted for 80% of total exports in 2001 (Figure A.2). It is worth mentioning that the patterns of capital inflows observed in Hungary cannot be attributed to the joining of the EU, as the timing does not coincide with the accession, and other similar candidates with already deregulated financial accounts do not show the pattern of capital inflows observed in Hungary (Figure A.3). Notice that Hungary did not join the Euro zone and, hence, did not have to fulfill any monetary or fiscal criteria.

5.2 Impact on Home Firms’ Investment

As discussed above, the deregulation of international financial flows in Hungary led to capital inflows and to a reduction in the asymmetric access to external finance between domestic and foreign firms. Proposition 1 states that this reduction encourages home firms to increase their investment in technology. In this section, I assess this prediction in two steps. I first study whether domestic

\textsuperscript{23}It is worth mentioning that, given the speed of the reform, it is unlikely that firms anticipated it and undertook investment in advance. In December 2000, the European Council defined the timing for the accession vote and the last requirements to be met by each candidate. The reform had to take place before the accession vote in December 2002. Soon after the European Council meeting, in March 2001, Hungary deregulated the remaining controls on financial flows.

\textsuperscript{24}During the years preceding and following the reform, FDI remained constant and even showed a small slowdown following the deregulation (see Figure A.4). Moreover, Hungarian external trade did not seem to have particularly suffered from the world recession in 2001. The volume of exports and imports continued to grow during that period (Figure A.5).

\textsuperscript{25}Major privatization programs occurred in the early 1990s, and by 1997, the share of public companies in manufacturing value added was only 2%. The Competition Act entered into force in 1997, and according to the Hungarian Competition Authority, the accession to the EU did not cause a major change in this field. The banking sector had already achieved a major transformation by 1997, and neither banking concentration nor its efficiency changed around the liberalization. In particular, according to data from Beck, Demirguc-Kunt, and Levine (2010), there were no changes in banks’ concentration index, interest rate margin, overhead costs-to-assets ratio, nor cost-income ratio (Figure A.1). Furthermore, the number of credit institutions did not change (Table A.2).
firms increase their capital intensity and productivity. Then I turn to test whether they expand their R&D and innovation activities.

**Investment in Capital and Productivity**

I analyze the differential impact of the liberalization of international financial flows on domestic firms’ capital and productivity considering the following model:

\[ y_{it} = \delta_0 H_i + \delta_1 T_t + \delta_2 (H_i \times T_t) + \varepsilon_{it}, \]  

(7)

where \( i \) indexes firms, \( t \) denotes time, \( H \) is a dummy variable for domestic firms, \( T \) is dummy variable for the post-reform period, and \( y \) is a vector of \{capital intensity, labor productivity, and RTFP\}. The coefficient of interest is \( \delta_2 \) and captures the impact of the reform on domestic firms’ outcomes.

A potential pitfall of regression (7), estimated with yearly firm-level data, is that residuals could be serially correlated—across time within firms and across firms within sectors for a given year. Serial correlation in the error term might understate the OLS standard errors and induce a type II error, i.e. rejecting the null hypothesis when this is true. To account for this source of bias in the OLS standard errors, I use one of the solutions proposed by Bertrand, Duflo, and Mullainathan (2004) and remove the time series dimension of the data. More precisely, I aggregate the data into pre- and post-reform periods, defined as the three years before and after the deregulation.\(^{26}\) The dependent variable is computed as the average value between 1998 and 2000, and between 2002 and 2004:

\[ \Delta y_i = \log(\frac{1}{3} \sum_{2002}^{2004} y_{it}) - \log(\frac{1}{3} \sum_{1998}^{2000} y_{it}). \]

Equation (7) in first differences becomes

\[ \Delta y_i = \delta_1 + \delta_2 H_i + \Delta \varepsilon_i. \]

(8)

I cluster the OLS standard errors at the four-digit NACE industry level to take into account the correlation across firms within sectors. Regression (8), in first differences, removes firm- and sector-fixed effects and therefore controls for time unvarying unobserved characteristics at the firm and industry levels. However, the fixed effects do not absorb individual characteristics that could lead firms to benefit differently from the introduction of the reform. When estimating equation (8), I therefore add a set of initial conditions at the firm level, \( Z_i \), as size (employment), productivity

\(^{26}\)Notice that, as the reform took place in the middle of 2001, this year is only a partially treated year and, hence, does not belong to either of the two groups. As the purpose of the analysis is to estimate the average effect of the policy, it would be misleading to include it in either of the groups. For this reason, I drop the year 2001 in the main specifications. Importantly, I show below that all results are robust to its inclusion when estimating the effect of the reform by year (Tables A.11, A.17, A.18, and Figure 3).
(RTFP), and age at the initial year (1998). As sectors could be on different trends, I control for pre-existing growth trends of RTFP and capital intensity at the four-digit NACE industry level between 1996 and 1997 in Hungary, \( X_j \). To account for differences in industry growth trends in the world economy, I add the following as controls: capital intensity and TFP growth at the four-digit level in the United States between 1998 and 2004, \( \psi_j \). The statistical model I estimate is

\[
\Delta y_{ij} = \delta_1 + \delta_2 H_i + \delta_3 Z_i + \delta_4 X_j + \delta_5 \Delta \psi_j + \Delta \varepsilon_{ij}. \tag{9}
\]

The estimation of equation (9) by OLS is reported in Table 5. The coefficient for capital intensity estimated in the baseline specification of column 1, where only the dummy for the domestic firm is included as a regressor, implies a differential expansion of these firms’ capital intensity by 0.239 log point (\( t = 10.24 \)). The estimated coefficient is not affected by the inclusion of firm-level controls in column 2 nor by the inclusion of local and global trends in column 3, and remains stable across estimations. Results for labor productivity are presented in columns 4-6. The baseline specification in column 4 indicates a differential impact for domestic firms of 0.074 log point (\( t = 4.35 \)). The inclusion of firm and industry controls does not significantly affect the estimated coefficient, which stands at 0.053 log point (\( t = 3.36 \)). The estimates for RTFP confirm the greater expansion in productivity for home firms. After controlling for firm and sector characteristics, the estimated coefficient in column 9 shows a differential increase of 0.032 logs point (\( t = 2.03 \)) for domestic firms.

In the online Appendix, I present a full set of robustness tests. Table A.3 shows that results are robust to control for four-digit industry fixed effects (column 1), wholly foreign companies (column 2), foreign firms used as export platforms (column 3), 1% of top firms (column 4), and firms that change their ownership status (column 5). The empirical evidence does not suggest any significant difference between domestic exporters and non-exporters, as i) they faced similar leverage and financing terms –interest rate and collateral– prior to the liberalization (Table A.4), and ii) they showed non-statistically different patterns of growth in the post-reform period (Table A.5). Additionally, I show that the RTFP results are robust to De Loecker and Warzynski (2012), and Petrin and Levinsohn (2012) (with Wooldridge’s 2009 correction) measures (Table A.6). Importantly, results are robust to controlling for firms’ subsidies and tax exemptions, for four-digit industry-year fixed effects, and to considering the unbalanced panel and firms with fewer than five employees (Tables A.7, A.8 and A.9). Home firms’ expansion is widespread across manufacturing sectors (Table A.10).

Equation (9) pooled the estimated effect across all years before and after liberalization. To check whether the estimates are capturing the effect of the financial liberalization and not something else, I test whether the timing coincides with the deregulation. To this end, I interact the dummy for home firms with year dummies and re-estimate equation (9) using four-digit NACE industry level fixed effects. In this way, I compare domestic and foreign firms within each four-digit industry and test whether domestic firms evolve differentially over time. Results are presented in Table A.11 and plotted in Figure 3. The estimated coefficients for the interaction terms are statistically sig-
nificant, confirming that domestic firms were smaller in size (capital intensity, labor productivity, and RTFP) than their foreign-industry competitors. Importantly, while the estimated coefficients do not change significantly before the reform, they monotonically decrease after it. These results suggest that home firms grew much faster and gradually closed the gap between the home firms and their foreign rivals (Figure 3). The F-test on equality of coefficients confirms these results. While the estimated coefficients for the interaction terms are not statistically different from 1998 to 2000, they differ significantly when comparing the pre-reform and post-reform years (Table A.11). As a further falsification test, I estimate a placebo test on the year 1998 and estimate equation (9) for the period 1996-2000, with a two-year window. The results, presented in Table A.12, show that during this period, domestic firms did not evolve differently from their foreign competitors.

**R&D and Innovation Activities**

To assess whether domestic firms increased their R&D and innovation activities after the liberalization, I employ the BEEPS and estimate the following model:

$$y_{ijt} = \delta_0 H_{it} + \delta_1 T_t + \delta_2 (H_{it} \times T_t) + \delta_3 Z_{it} + \mu_j + \varepsilon_{ijt},$$

where $t$ denotes year; $T$ is a dummy indicating the reform period; $j$ represents sectors (which break down into eight categories); $y_{ijt}$ is a dummy for whether the firm conducts R&D or innovation activities; and $Z_{it}$ is a vector of firm characteristics: age and size (employment). To control for sector-specific characteristics, I add sector fixed effects: $\mu_j$. I cluster standard errors at the sector level. Equation (10) with fixed effects cannot be consistently estimated by probit (incidental parameters problem), so I estimate a linear probability model. The coefficient of interest is $\delta_2$, which identifies the change in the probability of domestic firms undertaking R&D and innovation activities after the reform.

Columns 1-3 in Table 6 report the results on R&D activities. The baseline specification suggests that the reform increased the probability of domestic firms undertaking R&D activities by 10.7 percentage points ($t = 2.24$). The estimated coefficient remains stable and statistically significant after the inclusion of firm- and industry-level controls (columns 2 and 3). Along the same lines, results on innovation activities in columns 4-6 also suggest that the reform increased the probability of domestic firms conducting these activities. The coefficient in the regression including all controls (column 6) implies an increase of 12 percentage points ($t = 2.19$).

---

27 As few firms report data on sales, controlling for firms’ productivity greatly reduces the sample. Importantly, results are robust to this control.
5.3 Investigating the Financial Channel

The previous section showed that domestic firms differentially expanded their capital intensity and productivity after the reform. This section assesses in two steps whether this expansion correlates with a greater use of external funds, as implied by the financial liberalization. I first evaluate whether domestic firms grow more when they are more dependent on external finance and, hence, more exposed to the reform. Next, I take Proposition 2 to the data and test whether –after controlling for firms’ observable characteristics– financial terms decrease for domestic firms and whether they increase their leverage accordingly.

Investment in Capital and Productivity

I start assessing the financial channel by exploiting an additional source of cross-sectional variation: sector needs for external finance. Importantly, this third source of variation allows for an assessment of the two forces proposed in this paper: better financing terms encouraging domestic firms’ investment in technology and reductions in capital market distortions triggering pro-competitive forces on foreign firms. Regarding the first force, sector financial needs allow for testing whether domestic firms expand relatively more when they operate in sectors that rely intensively on external finance. Concerning the second force, differences in sector financial needs allow for an assessment of whether competition tightens more in sectors that are initially more distorted. Intuitively, since the asymmetric access to international capital markets distorts competition more in sectors where external funds are employed more intensively, competition should deepen relatively more in these sectors. As such, foreign firms should also increase their productivity in accordance with sector financial needs. Importantly, since the distortion has a greater effect on domestic firms’ innovation incentives (Proposition 1), conditional on the sector, home firms should expand relatively more.

To evaluate these two channels, I include sector financial needs in equation (7) and consider the following model:

\[ y_{it} = \delta_0 H_i + \delta_1 T_t + \delta_2 (H_i \times T_t) + \delta_3 (FD_j \times T_t) + \delta_4 (H_i \times FD_j \times T_t) + \delta_5 FD_j + \delta_6 (H_i \times FD_j) + \varepsilon_{it}, \]  

where \( j \) denotes four-digit NACE industries and \( FD_j \) is the index of external finance of Rajan and Zingales (1998) at four-digit NACE industries.\(^{28}\) Coefficient \( \delta_3 \) captures the differential impact of the reform on foreign firms across sectors. A positive and significant coefficient implies that foreign firms expanded more in sectors where the need for external finance was greater. Coefficient \( \delta_4 \) absorbs the differential impact of the reform on domestic firms across sectors. Importantly, it reflects whether home firms expand relatively more than their foreign industry rivals with the same level of reliance on external funds.

As discussed earlier, a potential pitfall of estimating equation (11) using yearly firm-level data is that residuals could be serially correlated. To avoid serial correlation in the error term, I estimate

\(^{28}\)See Ilyina and Samaniego (2011) for a further discussion about sectors’ technological needs for external finance.
equation (11) in first differences. After the inclusion of firm-level and sector controls, the final model I estimate is

$$\Delta y_{ij} = \delta_1 + \delta_2 H_i + \delta_3 FD_j + \delta_4 (H_i \times FD_j) + \delta_5 Z_i + \delta_6 X_j + \delta_7 \Delta \psi_j + \Delta \varepsilon_{ij}. \quad (12)$$

Similarly to equation (11), $\delta_3$ captures the effect of the reform on foreign firms across sectors. The coefficient $\delta_4$ absorbs the differential effect of home firms over their foreign rivals in accordance with sector financial needs. I control for firm-initial characteristics as well as sector pre-growth trends in Hungary and global trends, and cluster the standard errors at four-digit NACE industries, as in equation (9).

Columns 1-3 in Table 7 report the results on capital intensity. The coefficient on the interaction term for home firms $\delta_4$ is statistically significant in all specifications. After including all controls (column 3), the estimated coefficient implies that one standard deviation increase in the index of external finance raises domestic firms’ capital intensity by 0.045 log point ($t = 2.02$). It is important to remark on the estimated coefficient for foreign firms, $\delta_3$. This coefficient is not statistically significant in any specification, showing that foreign firms did not expand their capital intensity in accordance with sector financial needs. Notably, this lack of correlation between the need for external finance and capital investment suggests that foreign firms were not credit constrained nor in need of external funds before the liberalization.

Columns 4-6 present the results for labor productivity. The coefficient $\delta_3$ on the pro-competitive forces on foreign firms across sectors shows that one standard deviation increase in the index of financial dependence leads to an expansion of 0.09 log point ($t = 2.50$) in foreign firms’ labor productivity after the inclusion of firm- and industry-level controls in column 6. As predicted by the model, the expansion is higher for domestic firms: the coefficient $\delta_4$ implies an expansion of 0.04 log point ($t = 3.17$) relative to their foreign competitors in the same sector. Results on RTFP confirm the pattern of growth in labor productivity (columns 7-9). After considering all controls, the estimated coefficient indicates that one standard deviation increase in the index of financial dependence raises foreign firms’ RTFP by 0.08 log point ($t = 3.02$) (column 9). As in the trends in labor productivity, the estimated coefficient implies that domestic firms expanded relatively more: their RTFP grew by 0.05 log point ($t = 2.48$) more than that of their foreign rivals.

These results provide support for the two forces proposed in this paper. First, consistent with the greater exposure to the reform, domestic firms with higher sectoral needs for external funds expanded their capital intensity and productivity relatively more. Second, in line with the presence of pro-competitive forces, foreign firms increased their productivity in sectors where competition was initially more distorted.\(^{29}\)

The online Appendix presents four additional robustness tests. First, I re-estimate equation (11) non-parametrically by splitting the sample into quartiles of dependence on external finance. Results presented in Table A.13 confirm that home firms expanded monotonically with the level of

\(^{29}\)This evidence is also consistent with previous industry-level studies reporting that increases in competition induce incumbent firms to raise their productivity (see, for example, Holmes and Schmitz 2010).
financial dependence and that the increase is significantly larger in the third and fourth quartiles. Second, to test whether the response of foreign firms corresponds to tighter competition and not to financial constraints on these firms, I estimate whether their responses vary when considering different ownership structures. In particular, the presence of pro-competitive forces should remain true even when considering foreign firms that are tightly linked to their parent companies and, thus, are less likely credit constrained. To test this, I estimate regression (12) on foreign firms with more than 50% foreign shares and show that the estimated coefficients on labor productivity and RTFP remain positive and statistically significant even for this group of foreign firms (Table A.14). Third, I show that the pro-competitive effects remain true after excluding foreign firms that export more than 75% and 90% of their sales and, hence, operate as export platforms (Table A.15). Finally, to check whether the increase in firms’ productivity is in line with a more intensive use of technology, I construct a measure of skill intensity and test whether firms employ more skilled labor after the liberalization. Results presented in Table A.16 confirm that foreign firms increase their skill intensity in accordance with sector financial needs and, as in the previous trends, home firms expand their skill intensity relatively more in these sectors.

**Financing Terms and Leverage**

Proposition 2 states that lowered financial costs following the liberalization allow domestic firms to increase their leverage. I turn to assess this proposition by evaluating whether financing terms improve for home firms and whether, as a result, they increase their leverage.

The BEEPS request firms to report the interest rate paid on loans and the value of the required collateral. I use this information as outcome variables to regress equation (10) and report the results in Table 8. Confirming that home firms faced tighter financing terms than foreign firms prior to the reform, the estimated coefficients indicate that the interest rate that domestic firms paid was 3.7 percentage points (t = 3.55) higher than foreign firms, and their required collateral was 52 percentage points (t = 4.63) greater, after the inclusion of all controls in columns 3 and 6. As expected, the liberalization improved financing terms for home firms: their interest rate fell by 3.9 percentage points (t = 3.67), and the required collateral fell by 31.2 percentage points (t = 2.86) (columns 3 and 6).

I examine changes in firms’ leverage by using the APEH database to estimate regression (9) on the debt-to-sales ratio. Results presented in Table 9 confirm that domestic firms increased their

---

30 These data come from the NBH, which conducts a representative labor survey at the firm level for the years 1999-2004, collecting information on employees’ education level. Following Bustos (2011), I construct this measure as the share of skilled labor in total employment in primary school equivalents. I define skilled workers (S) as college graduates plus tertiary education graduates converted to college equivalents, and unskilled workers (U) as high school and primary school graduates converted to primary school equivalents. The conversion of workers to college and primary school equivalents was done using the 1998 industrial sector wage premium. More formally, skill intensity is measured as

\[ SK_{i,t} = \frac{S_{i,t}(w_s/w_u)_{1998}}{S_{i,t}(w_s/w_u)_{1998} + U_{i,t}}. \]
leverage after the reform. The baseline regression, where only a dummy for domestic firm is included, indicates a differential increase of 0.16 log point \((t = 2.17)\) for domestic firms (column 1). The inclusion of firm- and industry-level controls suggests a slightly larger increase of 0.23 log point \((t = 2.61)\). As expected, column 4 shows that the increase in leverage is larger for firms operating in sectors with greater needs for external finance: one standard deviation increase in the index of financial dependence raises domestic firms’ leverage by 0.15 log point \((t = 1.98)\). Importantly, consistent with the interpretation of the previous section that foreign firms were not credit constrained before the liberalization, foreign firms did not increase their leverage in accordance with sector financial needs. Instead, the estimated coefficient is negative and statistically significant, which could indicate a reallocation of financial funds towards domestic firms, as suggested above.

To test whether the expansion of domestic firms’ debt really coincides with the timing of the financial liberalization, I estimate the effect by year. Results plotted in Figure 3 show that the increase in domestic firms’ leverage only starts in 2001 and monotonically increases after it. The F-test of equality of coefficients presented in Table A.17 confirms these results. While during the years prior to the reform, the estimated coefficients on domestic firms’ leverage were not statistically different, following the liberalization, they monotonically and significantly differ.

The results presented above provide support for the financial channel implied by the liberalization, as lowered financing terms allowed domestic firms to expand. The empirical evidence also argues for the presence of pro-competitive forces, as foreign firms increased their productivity in sectors where competition deepened the most. The next section advances the analysis of pro-competitive forces by studying changes in foreign firms’ markups.

### 5.4 Foreign Firms’ Markups

Proposition 3 states that the improvement in financing terms for domestic firms deepens market competition and leads to a reduction in foreign firms’ markups. I now turn to test this implication.

To compute firms’ markups, I follow De Loecker and Warzynski (2012) and derive them from the firm’s optimal labor demand equation:

\[
\begin{align*}
w_t l_{ijt} &= \beta_j y_{ijt} \left( \frac{w_t}{\beta} \right) ^{\beta} \left( \frac{R_t}{\alpha} \right)^{\alpha} q_{ijt}, \\
\xi_{ijt} &= \frac{1}{\theta_{ijt}} \beta_j,
\end{align*}
\]

where \(l\) is the firm’s optimal labor demand and \(y\) is its production; \(\beta_j\) is the estimated labor elasticity of the production function in sector \(j\); \(w\) denotes the wage and \(R\) the interest rate; \(q\) expresses the firm’s productivity; and \(\theta\) represents the firm’s labor share. As shown in equation (13), markups \(\xi\) are defined as a wedge between the firm’s labor share and the labor elasticity of
production. I test for the differential decline in foreign firms’ markups using the following model:

$$\Delta \xi_{ij} = \delta_1 + \delta_2 F_i + \delta_3 Z_i + \delta_4 X_j + \delta_6 \Delta \psi_j + \Delta \varepsilon_{ij},$$  \hspace{1cm} (14)

where $F_i$ is a dummy for foreign firms. In this model, $\delta_2$ captures the differential impact of the reform on foreign firms’ markups. I control for firms’ initial characteristics as well as local and global trends, and cluster the standard errors at the four-digit industry level as in equation (9).

Column 1 in Table 10 shows changes in markups regressed on a dummy for a foreign firm. As predicted by the model, the estimated coefficient suggests a greater decrease in foreign firms’ markups of 0.017 log point ($t = 1.9$) relative to domestic firms. The inclusion of firm- and industry-level controls does not significantly affect the results: on average, foreign firms’ markups drop by 0.026 log point ($t = 2.26$). This relative decrease in foreign firms’ markups is consistent with the evidence presented in the previous sections and the model’s implications. As domestic firms differentially increase their productivity, foreign firms’ cost advantage decreases and, therefore, their markups fall relatively more. Note as well that the magnitude of the relative drop in foreign firms’ markups (0.026 log point) is in line with the relative increase in domestic firms’ RTFP (0.032 log point).

For robustness, I compute markups using the elasticities of the production function estimated with the De Loecker and Warzynski (2012) and Petrin and Levinsohn (2012) (with Wooldridge’s 2009 correction) methodologies. Table A.6 confirms the decline in foreign firms’ markups following the financial liberalization and shows that this reduction is robust to either estimates of the production function (Cobb-Douglas in the first case, and translog in the second). Results are also robust to using the price-cost margin, which proxies markups as firm’s sales minus total costs over sales following Aghion, Bloom, Blundell, Griffith, and Howitt (2005) (see column 3 of Table A.6). Additionally, I estimate equation (14) by year and test whether this decline coincides with the timing of the reform. Results plotted in Figure 3 and presented in Table A.18 confirm the decrease in foreign firms’ markups since 2001. As demonstrated by the F-test, the estimated coefficients on foreign firms’ markups were not statistically different between 1998 and 2000, but they monotonically and significantly differ in the years following the reform. I also estimate a falsification test for 1998 and show that foreign firms’ markups did not change differently regarding their local competitors prior to 2001 (Table A.19).

As discussed above, asymmetric access to international capital markets undermines the competitive pressure of domestic firms to a greater extent in sectors requiring more intensively external finance. This weaker competition allows foreign companies to obtain higher markups. Hence, financial liberalization should be associated with a greater decline in foreign firms’ markups in more financially dependent sectors. To assess this implication, I test whether foreign firms’ markups differentially decreased in these sectors by interacting the dummy for foreign firms with the financial

---

31Results on foreign firms’ markups are robust to controlling for subsidies and tax exemptions (Table A.20) and firms with fewer than five employees (Table A.21).
dependence index of Rajan and Zingales (1998). The estimated equation is

\[ \Delta y_{ij} = \delta_1 + \delta_2 F_i + \delta_3 FD_j + \delta_4 (F_i \times FD_j) + \delta_5 Z_i + \delta_6 X_j + \delta_7 \Delta \psi_j + \Delta \varepsilon_{ij}, \]  

(15)

where \( \delta_4 \) absorbs the differential effect on foreign firms in more financially dependent sectors. The estimated coefficients are reported in column 4 of Table 10 and indicate that the reform is associated with a relatively greater decline in foreign firms’ markups in those sectors. Foreign firms operating in one standard deviation more financially dependent sector experience a 0.05 log point \( (t = 4.74) \) larger decline in their markups. Importantly, this differential decrease in foreign firms’ markups across sectors remains true when estimating markups using different methodologies (Table A.22) and controlling for foreign firms that operate as export platforms (Table A.23). Note, finally, that this greater decline in foreign firms’ markups in more financially dependent sectors is consistent with the greater expansion of domestic firms in those sectors. It is interesting that the coefficient on financial dependence for domestic firms \( \delta_3 \) is positive and significant, suggesting that their markups rose in sectors with higher financial needs. This result is in line with the greater productivity expansion observed in those sectors. As domestic firms’ productivity grew, so did their markups.

**Firm-Level Evidence: Taking Stock**

Sections 5.2 to 5.4 tested the model’s firm-level implications using data. First, I have shown that the liberalization in Hungary is associated with increases in domestic firms’ capital intensity, labor productivity, and RTFP, and in their probability of conducting R&D and innovation activities, in line with Proposition 1. Second, I have provided direct evidence that domestic firms’ expansion correlates with an improvement in financing terms and an increase in leverage, as stated in Proposition 2. Third, the empirical results also point to the presence of pro-competitive forces as foreign firms’ markups decreased (Proposition 3), particularly in sectors where competition was initially more distorted. Furthermore, in those sectors, foreign firms expanded their labor productivity, RTFP, and skill intensity.

5.5 **Industry-Level Evidence: Technological Gap and Concentration**

Proposition 4 states that the greater increase in domestic firms’ innovation efforts yields a decline in the productivity gap between the domestic firms and their foreign-industry rivals, and that this decline is greater in sectors where the initial productivity gap was widest. The previous sections have shown that domestic firms have expanded their productivity to a relatively greater extent than their foreign competitors, arguing for a reduction in the productivity gap between them. In this section, I test whether this decline is higher in sectors where the initial gap was larger and whether it is parallel to changes in industry concentration.

Proposition 4 refers to the gap in physical productivity between foreign and domestic firms.
Unfortunately, the lack of information on firms’ prices does not allow for recovering their physical productivity and, thus, assessing this proposition directly against the data. However, through the lens of the model, markups and RTFP are proportional to the productivity gap and, hence, can be employed as proxies for it (see equation (2) and Appendix B.1). Therefore, one could regress
\[ \Delta \kappa_j = \alpha + \beta \kappa_j + \varepsilon_j, \]
where \( \kappa_j \) denotes the markup or RTFP difference between the 50th percentile foreign and home firms in each three-digit industry \( j \) before the reform (1998-2000), and \( \Delta \) denotes the change between the pre- and post-reform period (1998-2000 and 2002-2004). A negative \( \beta \) would imply that the productivity gap fell more in sectors where the initial gap was largest. A potential drawback of this regression is that it does not consider pre-existing trends within sectors. To account for this, I include a third period of analysis, 1996-1997, and estimate the following model:
\[ \Delta \kappa_{jt} = \alpha + \beta_1 \kappa_{jt} + \beta_2 T_t + \beta_3 (\kappa_{jt} \ast T_t) + \varepsilon_{jt}, \quad (16) \]
where \( t \) denotes the period, and \( T_t \) is a dummy indicating the reform. The change after the reform, taking into account pre-existing trends, is captured by the coefficient \( \beta_3 \) of the interaction term.

Table 11 reports the results for the RTFP and markups gaps. In line with Proposition 4, it shows a greater decrease in the RTFP gap in sectors where its initial level was larger. After the inclusion of historical trends in column 3, the estimated coefficient implies that an increase of one standard deviation in the initial RTFP dispersion narrows the RTFP gap between foreign and domestic firms by 15% following the reform. Similarly, the estimated coefficient for markups is negative and statistically significant, indicating that an increase of one standard deviation in the initial markup dispersion narrows the markup gap between foreign and home firms by 13% (column 6). The reduction in the RTFP and markup gaps within sectors should be parallel to a decrease in the level of industry concentration, particularly in sectors that were initially more concentrated.\(^{32}\)

To test this, I follow Nickell (1996) and Aghion, Bloom, Blundell, Griffith, and Howitt (2005), and use the Lerner index as a measure of concentration. Column 9 in Table 11 confirms that the liberalization is associated with a larger decrease in the Lerner index in sectors that were initially more concentrated. After the inclusion of pre-existing trends, the estimated coefficient implies that an increase of one standard deviation in the initial Lerner index drops the industry concentration by 3% following the reform.

\(^{32}\)Prior to the reform, the Hungarian manufacturing sector presented high levels of market concentration. Foreign firms’ share in total value added was 74%, and the Lerner and Herfindahl indexes of industry concentration were high at 0.22 and 0.40. Importantly, by 2004, market competition had increased: foreign firms’ market share had dropped 6 percentage points, and the Lerner and Herfindahl indexes had shrunk by 10% and 7.5%.
5.6 Aggregate Productivity Growth

This section assesses whether the expansion in firms’ productivity correlates with an increase in aggregate productivity growth, as stated in Proposition 5. Additionally, it conducts a decomposition exercise to understand the contribution of within-firm and reallocation effects in aggregate productivity growth.

In the late nineties, aggregate productivity was growing at a fast pace in Hungary. Three years prior to the liberalization—between 1998 and 2000—aggregate productivity grew at 5.8% per year. The financial liberalization correlates with an acceleration in this growth. Within the three years after the reform (2002-2004), aggregate productivity grew at 9.6% per year and at 8.5% within the five years after it. Importantly, a structural test in the aggregate productivity trend confirms this result, even after controlling for other reforms such as the trade liberalization in 1996, the accession to the EU in 2004, and a falsification test for 1998 (Table A.24).

To understand the source of the increase in aggregate productivity growth and how it relates to the expansion in firms’ productivity reported above, I follow a decomposition exercise in the spirit of Petrin and Levinsohn (2012). In particular, I break down aggregate productivity growth into a component related to changes in technical efficiency (TE) and a component aggregating the reallocation effects (RE). The technical efficiency component reflects the contribution of increases in firms’ efficiency to growth, holding inputs constant. More precisely, this term is the sum of changes in a firm’s RTFP weighted by the firm’s share in total value added. The reallocation term arises from wedges between the input elasticities and input shares in production. As is well established in the misallocation literature, in the presence of these wedges, reallocation of inputs across firms can affect aggregate RTFP (Restuccia and Rogerson 2008; Hsieh and Klenow 2009, among others). Formally, this term is the sum of the net gain in the allocation of inputs across firms weighted by the firm’s share in value added. Hence, as in Petrin and Levinsohn (2012), aggregate RTFP growth can be expressed as

\[
\Delta RTFP_t = TE_t + RE_t = \sum_{i,t} N_t D_{it} \Delta RTFP_{it} + \sum_{i,t} \sum_{i,z,t} D_{it} (\varepsilon_{itzt} - \theta_{itzt}) \Delta Z_{itzt},
\]

where \(i\) and \(t\) denote firm and year; \(N_t\) denotes the total number of firms in the economy; \(D_{it}\) is the firm’s share in total value added, where the weight is computed as the average between \(t\) and \(t-1\); \(\Delta RTFP_{it}\) is the firm’s RTFP growth; \(Z\) denotes inputs: capital and labor; \(\varepsilon\) is the input elasticity; and \(\theta\) is the input share in value added.

Panel A of Table 12 presents the average growth rate of aggregate RTFP and its components within the three years before and after the reform (1998-2000 and 2002-2004). Panel B reports the source of this growth. As shown in Panel A, prior to the liberalization, aggregate productivity growth was growing at 5.8% per year, from which 4.8% was explained by reallocation effects and only 1% by increases in within-firm productivity. Remarkably, this pattern of growth reversed after the financial liberalization. Following the reform, aggregate productivity accelerated to 9.6%
per year; of this amount, within-firm productivity accounted for 7.9%, and reallocation effects accounted for only 1.7%. As a result, within-firm productivity turned to explain the bulk of the expansion in aggregate RTFP, which was 82% after the liberalization (Panel B). The rise in within-firm productivity is explained mostly by the balanced panel of firms used above (column 4).33

What created these two opposite patterns of growth before and after the financial liberalization? Or, put differently, why did within-firm productivity grow at such a low pace before the reform and at such a high pace after it? The conjecture that emerges from this paper is that it is the change in all firms’ incentives to invest in technology that raises within-firm productivity. In particular, according to the mechanism studied in this paper, distortions in the access to capital markets undermine competition and economy-wide innovation incentives. It is then natural that before the reform, within-firm productivity grew at a low pace. By reducing distortions in the access to international capital markets across firms, financial liberalization relaxes the financing terms of firms that were previously discriminated against and unchains the pro-competitive forces that led both discriminated and non-discriminated firms to invest more in technology. As all firms increase their productivity, within-firm productivity becomes a key driver of aggregate productivity growth.

6 Conclusion

The debate about the desirability of international financial flows is nowadays at the center of the discussion of researchers and policy makers. This paper focuses on one key aspect of capital controls: their impact on firms’ access to capital markets and their consequences for competition and aggregate productivity growth.

Throughout the paper, I have shown that capital controls can create asymmetric access to external finance across firms, undermining market competition and economy-wide investment in technology. In developing economies with sufficiently developed financial systems, capital account openness can lead to economic growth. Capital inflows reduce asymmetric access to capital markets across firms, promoting market competition and a broad-based expansion in productivity growth. Firms that were previously policy discriminated invest more in technology because they face better financing terms. Non-discriminated firms also innovate more due to deeper competition.

This paper also sheds light on the current debate on capital controls. It is often argued that countries might consider it beneficial to encourage foreign direct investment and discourage financial flows. The evidence presented in this paper warns about possible distortions created by this policy. By restricting financial flows, capital controls can reduce local credit and tighten financing terms for domestic firms. This creates asymmetric access to external funds between domestic and non-discriminated firms.

33This large increase in within-firm productivity is consistent with Bollard, Klenow, and Sharma (2013), who also find that the bulk of the increase in aggregate productivity in India following structural reforms is explained by the expansion of within-firm productivity.
foreign firms, which reduces the competitive pressure of the former and allows foreign companies to obtain higher markups, resulting in lower investment and economic growth. Viewed through the lens of the paper, non-FDI flows might benefit the economy by reducing asymmetric access to capital markets across firms and increasing credit for domestic companies.
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**Figure 1:** **International Borrowing of Financial Institutions**

**Figure 2:** **Evolution of Main Variables Before and After the Reform**
Figure 3: Effect by Year
Table 1: Credit Market Before and After the Liberalization

<table>
<thead>
<tr>
<th>Aggregate Economy (in %)</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit-to-GDP ratio</td>
<td>27</td>
<td>44</td>
</tr>
<tr>
<td>Credit-to-deposit ratio</td>
<td>83</td>
<td>113</td>
</tr>
<tr>
<td>Lending interest rate</td>
<td>12.8</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Firms

<table>
<thead>
<tr>
<th></th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credits to small and medium firms</td>
<td>34</td>
<td>51</td>
</tr>
<tr>
<td>Small and medium firms’ debt in FX</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>Interest rate differential b. Home and Foreign</td>
<td>3.2</td>
<td>0.65</td>
</tr>
<tr>
<td>Differential in collateral b. Home and Foreign</td>
<td>58</td>
<td>11</td>
</tr>
</tbody>
</table>


Table 2: Mean Characteristics of Home and Foreign Firms (1998): APEH Database

<table>
<thead>
<tr>
<th></th>
<th>Foreign</th>
<th>Home</th>
<th>Difference in Means (In logs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value added</td>
<td>10.6549</td>
<td>9.0769</td>
<td>1.5779***</td>
</tr>
<tr>
<td></td>
<td>(0.0525)</td>
<td>(0.0226)</td>
<td>(0.0500)</td>
</tr>
<tr>
<td>Employment</td>
<td>3.8952</td>
<td>2.8602</td>
<td>1.0349***</td>
</tr>
<tr>
<td></td>
<td>(0.0429)</td>
<td>(0.0191)</td>
<td>(0.0418)</td>
</tr>
<tr>
<td>Labor productivity</td>
<td>6.7596</td>
<td>6.2167</td>
<td>0.5429***</td>
</tr>
<tr>
<td></td>
<td>(0.0263)</td>
<td>(0.0131)</td>
<td>(0.0278)</td>
</tr>
<tr>
<td>RTFP</td>
<td>1.4093</td>
<td>1.1959</td>
<td>0.2133***</td>
</tr>
<tr>
<td></td>
<td>(0.0267)</td>
<td>(0.0139)</td>
<td>(0.0291)</td>
</tr>
<tr>
<td>Markup</td>
<td>0.2391</td>
<td>0.1774</td>
<td>0.0617***</td>
</tr>
<tr>
<td></td>
<td>(0.0159)</td>
<td>(0.0098)</td>
<td>(0.0197)</td>
</tr>
<tr>
<td>Age</td>
<td>1.6167</td>
<td>1.4777</td>
<td>0.1390***</td>
</tr>
<tr>
<td></td>
<td>(0.0136)</td>
<td>(0.0090)</td>
<td>(0.0179)</td>
</tr>
<tr>
<td>Number of firms</td>
<td>1,283</td>
<td>4,165</td>
<td>5,448</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors in parentheses. Source: APEH.
Table 3: Mean Characteristics of Home and Foreign Firms (2001): BEEPS Database

<table>
<thead>
<tr>
<th></th>
<th>Foreign</th>
<th>Home</th>
<th>Difference in Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of innovation</td>
<td>0.5946</td>
<td>0.3521</td>
<td>0.2425***</td>
</tr>
<tr>
<td></td>
<td>(0.0818)</td>
<td>(0.0328)</td>
<td>(0.0858)</td>
</tr>
<tr>
<td>Probability of R&amp;D</td>
<td>0.3206</td>
<td>0.1675</td>
<td>0.1532***</td>
</tr>
<tr>
<td></td>
<td>(0.0647)</td>
<td>(0.0267)</td>
<td>(0.0614)</td>
</tr>
<tr>
<td>Interest rate paid</td>
<td>9.0667</td>
<td>13.3198</td>
<td>-4.2531***</td>
</tr>
<tr>
<td></td>
<td>(0.9200)</td>
<td>(0.5845)</td>
<td>(1.2687)</td>
</tr>
<tr>
<td>Required value of collateral</td>
<td>124.2105</td>
<td>185.2874</td>
<td>-61.0768***</td>
</tr>
<tr>
<td></td>
<td>(13.7504)</td>
<td>(11.5619)</td>
<td>(25.6236)</td>
</tr>
<tr>
<td>Number of firms</td>
<td>53</td>
<td>197</td>
<td>250</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors in parentheses. Source: BEEPS.

Table 4: Growth Rates Preceding the Reform

<table>
<thead>
<tr>
<th>Balanced Panel</th>
<th>Home</th>
<th>Foreign</th>
<th>Difference in Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital intensity</td>
<td>0.0235</td>
<td>0.0280</td>
<td>-0.0054</td>
</tr>
<tr>
<td></td>
<td>(0.0032)</td>
<td>(0.0040)</td>
<td>(0.0061)</td>
</tr>
<tr>
<td>Labor productivity</td>
<td>0.0554</td>
<td>0.0697</td>
<td>-0.0143</td>
</tr>
<tr>
<td></td>
<td>(0.0043)</td>
<td>(0.0074)</td>
<td>(0.0087)</td>
</tr>
<tr>
<td>RTFP</td>
<td>0.0264</td>
<td>0.0395</td>
<td>-0.0132</td>
</tr>
<tr>
<td></td>
<td>(0.0041)</td>
<td>(0.0071)</td>
<td>(0.0082)</td>
</tr>
<tr>
<td>Markup</td>
<td>-0.0076</td>
<td>0.0058</td>
<td>-0.0133*</td>
</tr>
<tr>
<td></td>
<td>(0.0040)</td>
<td>(0.0068)</td>
<td>(0.0080)</td>
</tr>
<tr>
<td>Leverage</td>
<td>-0.0077</td>
<td>0.0364</td>
<td>-0.0441</td>
</tr>
<tr>
<td></td>
<td>(0.0345)</td>
<td>(0.0644)</td>
<td>(0.0692)</td>
</tr>
<tr>
<td>N</td>
<td>17,765</td>
<td>5,654</td>
<td>23,419</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors in parentheses. The table reports the mean of the variable growth rate within the five years prior to the reform (1996-2000). Source: APEH.
Table 5: INVESTMENT IN CAPITAL AND PRODUCTIVITY

<table>
<thead>
<tr>
<th></th>
<th>Δ Capital Intensity</th>
<th>Δ Labor Productivity</th>
<th>Δ RTFP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Home</td>
<td>0.239***</td>
<td>0.253***</td>
<td>0.252***</td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.025)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>Firm-level controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Local trends</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Global trends</td>
<td>yes</td>
<td></td>
<td>yes</td>
</tr>
<tr>
<td>R2</td>
<td>0.019</td>
<td>0.030</td>
<td>0.030</td>
</tr>
<tr>
<td>N</td>
<td>5,448</td>
<td>5,448</td>
<td>5,448</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors are clustered at four-digit NACE industries. All regressions include a constant term. Global industry controls include capital intensity and TFP growth rates of the four-digit NACE industries in the United States between 1998 and 2004. Local industry controls are capital intensity and RTFP average growth rates at the four-digit level in Hungary in the late 90s. Firm-level controls are age, employment and RTFP in the initial year (1998). Source: APEH.

Table 6: R&D AND INNOVATION ACTIVITIES

<table>
<thead>
<tr>
<th></th>
<th>R&amp;D Activities</th>
<th>Innovation Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Home</td>
<td>-0.153***</td>
<td>-0.058</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.032)</td>
</tr>
<tr>
<td>Home*Reform</td>
<td>0.107*</td>
<td>0.083**</td>
</tr>
<tr>
<td></td>
<td>(0.048)</td>
<td>(0.033)</td>
</tr>
<tr>
<td>Reform</td>
<td>0.023</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
<td>(0.052)</td>
</tr>
<tr>
<td>Firm-level controls</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Sector-fixed effects</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>0.019</td>
<td>0.064</td>
</tr>
<tr>
<td>N</td>
<td>774</td>
<td>774</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors are clustered at industry level. All regressions include a constant term. R&D is a dummy if the firm reports positive R&D expenditures. Innovation is a dummy if a firm reports any of the following activities: successfully developed a major product line, upgraded an existing product line, acquired a new production technology, obtained a new licensing agreement, and obtained a new quality accreditation. Firm-level controls are age and size. Source: BEEPS.
Table 7: Financial Dependence: Investment in Capital and Productivity

<table>
<thead>
<tr>
<th></th>
<th>∆ Capital Intensity</th>
<th>∆ Labor Productivity</th>
<th>∆ RTFP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Home</td>
<td>0.210***</td>
<td>0.221***</td>
<td>0.219***</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.024)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>Home * Fin. dep.</td>
<td>0.142*</td>
<td>0.156*</td>
<td>0.155*</td>
</tr>
<tr>
<td></td>
<td>(0.080)</td>
<td>(0.076)</td>
<td>(0.077)</td>
</tr>
<tr>
<td>Fin. dep.</td>
<td>-0.084</td>
<td>-0.061</td>
<td>-0.053</td>
</tr>
<tr>
<td></td>
<td>(0.064)</td>
<td>(0.070)</td>
<td>(0.077)</td>
</tr>
<tr>
<td>Firm-level controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Local trends</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Global trends</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>R²</td>
<td>0.020</td>
<td>0.031</td>
<td>0.031</td>
</tr>
<tr>
<td>N</td>
<td>5,143</td>
<td>5,143</td>
<td>5,143</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors are clustered at four-digit NACE industries. All regressions include a constant term. Financial Dependence is the Rajan and Zingales' (1998) index. Global industry controls include capital intensity and TFP growth rates of the four-digit NACE industries in the United States between 1998 and 2004. Local industry controls are capital intensity and RTFP average growth rates at the four-digit level in Hungary in the late 90s. Firm-level controls are age, employment and RTFP in the initial year (1998). Source: APEH.

Table 8: Financing Terms

<table>
<thead>
<tr>
<th></th>
<th>Interest Rate</th>
<th>Value of Collateral</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Home</td>
<td>4.253***</td>
<td>3.707***</td>
</tr>
<tr>
<td></td>
<td>(1.132)</td>
<td>(1.027)</td>
</tr>
<tr>
<td></td>
<td>(1.134)</td>
<td>(1.018)</td>
</tr>
<tr>
<td>Reform</td>
<td>-0.026</td>
<td>-0.159</td>
</tr>
<tr>
<td></td>
<td>(0.951)</td>
<td>(0.830)</td>
</tr>
<tr>
<td>Firm-level controls</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Sector- fixed effects</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>R²</td>
<td>0.175</td>
<td>0.202</td>
</tr>
<tr>
<td>N</td>
<td>415</td>
<td>415</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors are clustered at industry level. All regressions include a constant term. Firm-level controls are age and size. Source: BEEPS.
### Table 9: Leverage

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>0.160***</td>
<td>0.239***</td>
<td>0.230***</td>
<td>0.238**</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.085)</td>
<td>(0.088)</td>
<td>(0.100)</td>
</tr>
<tr>
<td>Home* Fin. dep.</td>
<td></td>
<td></td>
<td>-0.595**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.234)</td>
<td></td>
</tr>
<tr>
<td>Financial dependence</td>
<td>-0.526**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.266)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm-level controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Local trends</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global trends</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.002</td>
<td>0.006</td>
<td>0.007</td>
<td>0.015</td>
</tr>
<tr>
<td>N</td>
<td>2,742</td>
<td>2,742</td>
<td>2,742</td>
<td>2,742</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors are clustered at four-digit NACE industries. All regressions include a constant term. Financial dependence is the Rajan and Zingales (1998) index. Global industry controls include capital intensity and TFP growth rates of the four-digit NACE industries in the United States between 1998 and 2004. Local industry controls are capital intensity and RTFP average growth rates at the four-digit level in Hungary in the late 90s. Firm-level controls are age, employment and RTFP in the initial year (1998). Source: APEH.

### Table 10: Foreign Firms’ Markups

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign</td>
<td>-0.017*</td>
<td>-0.025**</td>
<td>-0.026**</td>
<td>0.030*</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.011)</td>
<td>(0.012)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Foreign*Fin. dep.</td>
<td></td>
<td></td>
<td>-0.205***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.043)</td>
<td></td>
</tr>
<tr>
<td>Financial dependence</td>
<td>0.212***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.069)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm-level control</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Local trend</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global trends</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.000</td>
<td>0.023</td>
<td>0.024</td>
<td>0.057</td>
</tr>
<tr>
<td>N</td>
<td>5,376</td>
<td>5,376</td>
<td>5,376</td>
<td>5,086</td>
</tr>
</tbody>
</table>

Notes: *, **, *** significant at the 10, 5, and 1 percent level. Standard errors are clustered at four-digit NACE industries. All regressions include a constant term. Financial dependence is the Rajan and Zingales (1998) index. Global industry controls include capital intensity and TFP growth rates of the four-digit NACE industries in the United States between 1998 and 2004. Local industry controls are capital intensity and RTFP average growth rates at the four-digit level in Hungary in the late 90s. Firm-level controls are age, employment and RTFP in the initial year (1998). Source: APEH.
### Table 11: Markup and RTFP Dispersions and Industry Concentration

<table>
<thead>
<tr>
<th></th>
<th>Change in RTFP Dispersion</th>
<th>Change in Markup Dispersion</th>
<th>Change in Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Late 90s Reform Accounting for Pre-trends</td>
<td>Late 90s Reform Accounting for Pre-trends</td>
<td>Late 90s Reform Accounting for Pre-trends</td>
</tr>
<tr>
<td></td>
<td>(1) (2) (3)</td>
<td>(4) (5) (6)</td>
<td>(7) (8) (9)</td>
</tr>
<tr>
<td>Initial value</td>
<td>-0.076 (-0.064)</td>
<td>-0.202** (-0.079)</td>
<td>-0.076 (-0.077)</td>
</tr>
<tr>
<td></td>
<td>-0.419*** (-0.063)</td>
<td>-0.730*** (-0.135)</td>
<td>-0.419*** (-0.079)</td>
</tr>
<tr>
<td></td>
<td>-0.177*** (-0.075)</td>
<td>-0.317*** (-0.085)</td>
<td>-0.177*** (-0.060)</td>
</tr>
<tr>
<td>Initial value*T</td>
<td>-0.222** (0.107)</td>
<td>-0.310** (0.140)</td>
<td>-0.245*** (0.091)</td>
</tr>
<tr>
<td>T</td>
<td>0.186 (0.128)</td>
<td>0.134** (0.054)</td>
<td>0.211*** (0.072)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.018 0.074</td>
<td>0.100 0.354 0.280 0.325</td>
<td>0.101 0.145 0.223</td>
</tr>
<tr>
<td>N</td>
<td>82 82 164</td>
<td>78 78 156</td>
<td>82 82 164</td>
</tr>
</tbody>
</table>

Notes: All regressions include a constant term. *, **, *** significant at the 10, 5, and 1 percent level. Standard errors in parentheses. Three-digit NACE industries correlations. Source: APEH.

### Table 12: Contribution to Aggregate RTFP Growth

<table>
<thead>
<tr>
<th></th>
<th>Total Sample</th>
<th>Balanced Panel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔRTFP</td>
<td>Reallocation</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: Mean Growth Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before</td>
<td>5.8</td>
<td>4.8</td>
</tr>
<tr>
<td>After</td>
<td>9.6</td>
<td>1.7</td>
</tr>
<tr>
<td>B: Contribution to Aggregate RTFP Growth (wrt column 1)</td>
<td>100.0 83.5 16.5 16.5</td>
<td>100.0 18.0 82.0 75.4</td>
</tr>
</tbody>
</table>

Notes: In %. Source: APEH.