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Excel Primer

Review this section if you need basic information regarding Excel. Additional XL information follows each chapter, and XL handouts are also posted to the class web site.

Section 1.1-1.3
Define variable.

Distinguish between a population and a sample.
Distinguish between a statistic and a parameter.

Section 2.1
Define and distinguish between the following types of data.
1. Categorical
2. Numerical

1. Discrete 

2. Continuous

3. Define and distinguish between the following levels of measurement
1. Nominal

2. Ordinal

3. Interval

4. Ratio

Section  2.2

Construct (using XL) and interpret a Contingency Table. Review Tables 2.3-2.6.

Sections 2.3 and 2.4

Use XL to construct an ordered array.

Construct (using XL) and interpret a frequency distribution. Identify and define the following components.

· Number of Classes

· Class Interval

· Class Boundaries

Construct (using XL) and interpret a Relative Frequency Distribution.

Section 2.5

Construct (using XL) and interpret a Bar Chart; construct (using XL) and interpret a Side-by-Side Bar Charts.

Construct (using XL) and interpret a Pie Chart.

Construct (using XL) and interpret a Pareto Diagram.

Section 2.6
Interpret a stem and leaf plot – Example 2.7

Construct (using XL) and interpret a Histogram.
Describe and apply Principles of Graphical Excellence. See class website for handout.
Section 2.7
Construct (using XL) and interpret a Scatter Diagram and a time series plot.

Section 2.9
Describe and apply Principles of Graphical Excellence. Also see class website for handout.

Section 3.1 - 3.4
Describe and define: Outliers

Calculate (using XL) and interpret the following Measures of Center.
· Arithmetic Mean 

· Median

· Mode

Interpret the following Measures of Relative Position: Median and Quartiles

Calculate (using XL) and interpret the following Measures of Spread – basic calculation, interpretation
· Range
· Interquartile Range

· Variance and Standard Deviation 

· Note the difference between a sample and the population.

· Review the information on interpreting these values.

· Coefficient of Variation- Example 3.8
· Skewness- Figures 3.1 and 3.5/ See info re z-scores.
· Describe the data using Empirical Rule and/or Chebyshev’s Rule, as appropriate – See Table 3.7 and Examples 3.5 & 3.6.
Construct and interpret a Box Plot – See Figures 3.3 and 3.5
Section 3.5 and 3.6
Define covariance. 
Calculate (using XL) and interpret a given correlation coefficient.  
For a set of bi-variate data, distinguish between Positive and Negative Relationships. 

See Figures 3.7 and 3.8.

Section 5.1
Review definition 5.1.

Review the Discrete Random Variable and its Expected Value in Tables 5.1 and 5.2

Section 6.1 through 6.3
What is a Continuous random variable?

What is a density function?
Identify the Properties of the Normal Distribution – See Figure 6.1 - Figure 6.3.
Describe and apply the Standardized Normal distribution– See equation 6.2 and Figure 6.4

· See Examples 6.1 through 6.6
· Use XL to evaluate probabilities for the Normal curve.

Checking for Normality – Read the section on Comparing Data Characteristics. See Figure 6.18.
Interpret a normal probability plot; See Figures 6.19 and 6.20

Section 7.1
What is a sampling frame?

Identify reasons for sampling.
Distinguish between the following two kinds of samples

1.
What is a Probability Sample - describe how the following sampling procedures are applied.

i. Simple Random Sample

ii. Systematic

iii. Stratified

iv. Cluster

2
What is a non-probability sample?

Section 7.2
Identify four common survey errors.

Section 7.3 through 7.4
Describe the construction and application of the Sampling Distribution of the Mean – See Table 7.3.
What is the Standard Error of the Mean? – See Example.7.3 and Equation 7.3
See Figure 7.4.
Determin z values for a Sampling Distribution of the mean; see Equation 7.4.
See Examples 7.4 and 7.5 for an application.
Review Figure 7.5.
Section 8.1 
Construct a Confidence Interval Estimation of the Mean.
Review Figure 8.1 and Equation 8.1.
Study Example 8.1.
Section 8.2
Describe the Students t-distribution relative to small samples.
Check the assumptions for applying the t-distribution in a one sample case.
Define Degrees of Freedom.
See Equation 8.2 and the example that follows.
Study Example 8.3

Section 8.3
Construct and interpret a Confidence Interval Estimate of a Proportion.
See Equation 8.3 and the example that follows.

Study Example 8.4.
Section 9.1
Describe, conduct and interpret a Hypothesis Test – apply XL.
What are the definitions of null and alternative hypothesis/
See Example 9.1 and the summary points (above the example) on  pg. 299.
Note the following Type I and Type II Errors (and)

· Significance Level ()
· Confidence Coefficient (1-)

· See Table 9.1
See Exhibit 9.1 and Example 9.2 and 9.3.

Section 9.2 through 9.4 and Section 9.6
Describe, conduct and interpret a z-test.
What is a p-value; see pg. 312.

See Example 9.5

Review the connection between confidence interval estimates and hypothesis testing.

Review one-tail tests. How do they differ from a two-tail test?
See the summary on p 319.

Note normatlity assumptions on p 312.

Section 10.1 
Use the z-test (and confidence intervals) to compare the difference of two independent means (large sample – use XL). See Equations 10.1 and 10.2.
Understand the following.
· Pooled Variance

· See Table 10.1 and associated example + Example 10.1.

· Check the assumptions for this test

Estimate the difference of two independent means using a confidence interval
Use the t-test (via XL)  to compare the difference of two independent means – p 342.
Section 10.2
Use the z-test to compare the difference of two dependent means (large sample) – Equations 10.4 & 10.5. Check the assumptions of this hypothesis test.
Conduct a paired t-test. See Table 10.3 and associated example.
Estimate the difference of two dependent means using a confidence interval – Equation 10.4.
Section 10.4
Review the F statistic for testing the equality of two variances – see equation 10.7.
Review the F-test example which begins on page 361.

Review the Excel strategies for conducting the F-test.

Section 11.1
What is a completely randomized design?
What is tested when using a one-way ANOVA?

What is within group variation? What is among group variation? 
State both in words and symbolically the hypothesis that is tested with a one-way ANOVA. See p386.
Describe and interpret the elements of an ANOVA summary table (see Table 11.1).

Review the example that begins on page 426.
What is the Tukey Kramer procedure?
What are the assumptions for the one-way ANOVA?
Conduct a one-way ANOVA with post hoc evaluations using the tools provided with XL.

Section 13.1
Review the elements of a simple linear regression model. See equation 13.1
· What is a scatter plot? What is its value?

· What does it mean to have a negative linear relationship?

· Review the types of relationships shown in Figure 13.2.

Section 13.2

For a set of bi-variate data, use XL to address the following:

· Plot a scatter diagram. Does a linear trend line seem reasonable?
· Generate the line of best fit. Interpret the slope. See Equation 13.2.
· Use the equation to predict a value of x for a given value of y. See Example 13.2
· Interpret the slope – see example 13.1.

Section 13.2
· Use XL to generate the Coefficient of Determination. Interpret. How can it be used to evaluate the model; see Equation 13.9.
· What is the Standard Error of Estimate? Interpret. See Equation 13.13.
Section 13.4
What are the assumptions of regression?
Section 13.7
Use a t-test for the slope to evaluate the linear relationship. See Equation 13.16 and Figure 13.19 and associated example.
Section 13.9
Study the strategy for avoiding the pitfalls of regression.
Section 14.1

Review model, see equations 14.1 - 14.3.

Use the model for prediction – see figure 14.2.
6300guide

1

