Describing and Interpreting Data





The manner in which you analyze data depends on the type of data/variables that you are evaluating. There are several different classifications that are used in classifying data.





Variable


A variable is an item of data  


Examples of variables include: quantities such as gender, test scores, and weight; the value of these quantities vary from one observation to another. 





Types/Classifications of Variables


Qualitative


Quantitative


Discrete


Continuous





Qualitative Data


This data describes the quality of something in a non-numerical format.


Counts can be applied to qualitative data, but you cannot order or measure these type of variables. Examples are gender, marital status, geographical region of an organization, job title….


Qualitative data is usually treated as Categorical Data.


With categorical data, the observations  can be sorted according into non-overlapping categories or by characteristics. For example, shirts can be sorted according to color; the characteristic 'color' can have non-overlapping categories: white , black, red, etc.  People can be sorted by gender with categories male and female. Categories should be chosen carefully since a bad choice can prejudice the outcome. Every value of a data set should belong to one and only one category.


Analyze qualitative data  using: 


Frequency tables 


Modes - most frequently occurring 


Graphs:  Bar Charts and Pie Charts





Quantitative Data


Quantitative or numerical data arise when the observations are frequencies or measurements.


The data are said to be discrete if the measurements are integers (e.g. number of  employees of a company, number of incorrect answers on a test, number of participants in a program…) 


The data are said to be continuous if the measurements can take on any value, usually within some range (e.g. weight).   Age  and  income  are continuous quantitative variables. For continuous variables, arithmetic operations such as differences and averages make sense.


Analysis can take almost any form:


Create groups or categories and generate frequency tables.


All descriptive statistics can be applied.


Effective graphs include:  Histograms, Stem-and-Leaf plots, Dot Plots,  Box plots, and XY Scatter Plots (2 variables).


Some quantitative variables can be treated  only as ranks; they have a natural order, but  these values are not strictly measured.  Examples are: 1)  age group (taking the values child, teen, adult, senior), and 2) Likert Scale data (responses such as strongly agree, agree, neutral, disagree, strongly disagree).  For these variables, the distinction between adjacent points on the scale is not necessarily the same, and the ratio of values is not meaningful.


Analyze using: 


Frequency tables 


Mode, Median, Quartiles 


Graphs:  Bar Charts, Dot Plots, Pie Charts, and Line Charts (2 variables)





�
Tables and Graphs





Note Excel will create any graph that you specify, even if  the graph that you select  is not appropriate for the data. Remember - consider the type of data that you have before selecting your graph.





Frequency Table/Frequency Distribution: A frequency table is used to summarize categorical, nominal, and ordinal data. It may also be used to summarize continuous data when the data set has been divided  into meaningful groups.





Count the number of observations that fall into each category. The number associated with each category is called the frequency and the collection of frequencies over all categories gives the frequency distribution of that variable. 





The relative frequency is a number which describes the proportion of observations falling in a given category. Instead of counts, we report relative frequencies or percentages. 








Graphs Used for Categorical/qualitative Data





Pie Charts 


A circle is divided proportionately and shows what percentage of the whole falls into each category


These charts are simple to understand.


They convey information regarding the relative size of groups more readily than does a table.





Bar Charts


Bar charts also show percentages in various categories and allow comparison between categories.


The vertical scale is frequencies, relative frequencies, or percentages.


The horizontal scale shows categories.


Consider the following in constructing bar charts.


all boxes should have the same width 


leave gaps between the boxes (because there is no connection between them) 


the boxes can be in any order. 


Bar charts can be used to represent two categorical variables simultaneously





Graphs for Measured/Continuos Quantitative Data


Histograms 


Stem and Leaf


Box plots


Line Graphs


XY Scatter Charts (2 variables)





Histograms


Histograms show the frequency distributions of continuous variables. They are similar to Bar Charts,  but in ‘pure form,’  they are drawn without gaps between the bars because the x-axis is used to represent the class intervals. However, many of the current software packages do easily not make this distinction  (e.g. Excel).  





The data is divided into non-overlapping  intervals (usually use from 5 to 15). 


Intervals generally have the same length 


The number of values in each interval is counted (the class frequency).


Sometimes relative frequencies or percentages are used. (Divide the cell total by the grand total.)


Rectangles are drawn over each interval. (The area of rectangle =  relative frequency of the interval. If intervals are not all of the same length then heights have to be scaled so that each area is proportional to the frequency for that interval. )





XY Scatter Chart


This type of chart should be used with two variables when both of the variables are quantitative and continuous. 


Plot pairs of values using the rectangular coordinate system to examine the relationship between two values.





A Line Chart is similar to the scatter chart; however, it can be used when the values of the independent variable (shown on the horizontal axis) are ranked values (i.e. they do not have to be continuous variables).





Basic Principles for Constructing All Plots


Data should stand out clearly from background


The information should be clearly  labeled and include:


title


axes, bars, pie segments, etc. - include units that are needed to interpret data


scale including starting points.


Source of data should be identified, as appropriate.


Do not clutter the graphs with unnecessary information and graphical components that are really not necessary.


Do not put too much information or data on one graph.


Sometimes, you have to try several approaches before selecting an appropriate graph.





To describe data, consider the following.


Shape of the Distribution


Symmetry


Modality: most frequently occurring value 


Unimodal or bimodal or uniform


Skewness


Centrality


Spread


Extreme values





In interpreting graphs, consider: 


Horizontal and vertical scales; what is the relationship -  are the distances between, for example, 10 and 20, the same on each axis? A no answer may distort the interpretation.


The center point - of particular importance in comparing two histograms. Look at the starting point of the vertical scale - does it start at 0?  How could this affect the interpretation of the data?





Descriptive Measures





Measures of Central Tendency


Mean


Median


Mode





Means


A mean is the  most common measure of central tendency.


A mean is what we commonly think of as the ‘average’ value.


Extremely large values in a data set will increase the value of the mean, and extremely low values will decrease it.


Calculate by summing the values and dividing by the total number of values.


To calculate a weighted mean, first multiply each cell frequency by its weight or by  the cell frequency, and then sum and divide by the total frequency.





Median


The median is the central point of the data.


Half of the data has a lower numerical value than the median.


Half of the data has a higher numerical value than the median.


The median is not affected by extremely large or small values.


To find the median, arrange the data in order from smallest value to largest value,  and 


 if there are an odd number of points, find the value that is in the center of the data


if there are an even number of points, add the two middle values and divide by 2.





Mode


The mode is the data value that occurs most frequently.


The mode is not affected by extreme values.





Measures of Spread





Range


Subtract the smallest value from the largest - or


Report the smallest and largest values.





Variance/Standard Deviation


The standard deviation is the average variation of the data values from the mean of the values.


The standard deviation is found by taking the square root of the variance, and the standard deviation is more useful than the variance in reporting results so it is the measure that is typically reported.





The Empirical Rule


Apply this rule to interpret the measures when the data is symmetrical.


At least:


68% of the data values are within one standard deviation of the mean


90% of the data values are within two standard deviation of the mean


99% of the data values are within three standards deviation of the mean





Tchybychef’s Inequality


Apply this method to interpret the measures when the data is skewed.


At least:


75% of the data values are within two standard deviation of the mean.


90% of the data values are within three standard deviation of the mean.





Measures of Relative Standing


Percentiles


Quartiles





Percentiles


If your percentile score on the GRE is 90 then you scored better than 90% of those taking the test, and you scored lower than 10% of those taking the test,





Quartiles


The lower quartile is the same as the 25th percentile.


25% of the scores are lower and


75% of the scores are higher than the lower quartile.


The upper quartile is the same as the 75th percentile.


75% of the scores are lower and


25% of the values are greater than the upper quartile.





Correlation


Correlation is used in describing the strength of the  relationship between two (or more) variables. 


There are many different types of correlation coefficients and selection of the appropriate one depends on the form of the variables. We will consider Pearson Product-moment Correlation Coefficient which assumes continuous quantitative data.


Correlation coefficients reflect whether the relationship between variables is:


positive (i.e. as one variable increases, the other variable increases) or 


negative (i.e. as one variable increases, the other variable decreases).


It also may indicate that there is no relationship.





Borg and Gall, Educational Research from  Longman Publishing, provide the following information for interpreting correlation coefficients.


Correlations coefficients ranging from 0.20 to 0.35 show a slight relationship between the variables; they are of little value in practical prediction situations.


With correlations around 0.50, crude group prediction may be achieved. In describing the relationship between two variables, correlations that are this low do not suggest a good relatioship.


Correlations coefficients ranging from 0.65 to 0.85 make possible group predictions that are accurate enough for most purposes.  Near the top of this correlation range,  individual predictions can be made that are more accurate than would occur if no such selection procedure were used.


Correlations coefficients over 0.85 indicate a close relationship between the two variables. 





It is important to understand that even a high correlation coefficient does not establish a cause and effect relationship.  There may be other factors that relate to both of the variables. 


In comparing two variables, you can take the square root of the correlation coefficient to get the Coefficient of Determination; this measure gives the percent of variation in the dependent variable that is ‘explained’ by the independent variable. 


It is always good to look at an XY scatter plot to see what you think about the relationship between the variables. 


Excel will not only give you a correlation coefficient, but it will also give you the equation for the Least Square line which can be useful in describing the relationship between the two variables and in making predictions of the dependent variable from the independent variable.
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