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1. Introduction

In the United States, urban vehicle-miles traveled increased 91% between 1982 and 2003. However, over this time period, freeway lane-miles only increased 41%.1 One consequence of this disparity has been a rapid increase in congestion-related travel delay. According to a study by the Texas Transportation Institute (Schrank and Lomax, 2005), annual travel delay rose from 16 hours per driver in 1982 to 44 hours per driver in 2003.2 If current trends in urbanization and population growth continue, congestion levels will increase. What impact will worsening congestion levels have on urban economies? Although many studies have measured congestion externalities borne directly by drivers, researchers have
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2 Census data from the Integrated Public Use Microdata Series (IPUMS) show a similar increase in commute times. For metropolitan workers, average one way travel times to work increased from 21 minutes in 1980 to 26 minutes in 2000, which translates into roughly 40 extra hours of driving each year. However, in the IPUMS data, it is not clear to what extent commute times have increased due to people living farther from their place of employment.
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itself caused by high levels of employment—dampened subsequent employment growth?

Measuring the magnitude of congestion's feedback effect on employment growth is the main empirical focus of this paper. In light of the simultaneous relationship just described, a set of historical variables serve as instruments for endogenous congestion. The first instrument is a measure of planned metropolitan highway capacity based on a 1947 plan of the Interstate Highway System. Empirical evidence in the paper suggests that the extent of planned highways is negatively correlated with urban congestion levels almost a half century later. This relationship is not surprising given that the Interstate Highway System represents a large fraction of urban highway capacity. However, to be a valid instrument, the measure from the highway plan needs to be orthogonal to temporarily distant employment growth. This property seems reasonable, as the Congressional mandate for the 1947 plan makes no specific mention of promoting metropolitan employment growth decades later.

A second instrument for congestion measures each metropolitan area's past transportation-related influence in Congress. The measure is a count of prior congressional representatives assigned to the House Transportation Committee. The relationship between this measure and congestion is clear; members of Congress tend to promote projects and spending that benefit their constituents. One would therefore expect that metropolitan areas with greater historical representation on the Transportation Committee received more funding for road infrastructure and transit, which inhibits subsequent congestion. Again, it is reasonable to think that this measure is orthogonal to unexplained employment growth.

This paper's econometric model and choice of control variables follow the city growth literature, which examines population, employment, and income growth over long time periods. The literature focuses primarily on identifying and measuring the positive employment benefits from economies of agglomeration. One body of research investigates the nature of agglomeration (e.g. the relative importance of localization and urbanization economies) and its impact on growth in industries within cities (Glaeser et al., 1992; Henderson et al., 1995). Other research examines how aggregate growth is affected by deeply-lagged city characteristics, which include the initial level of human capital (Glaeser et al., 1995; Simon, 1998; Simon and Nardinelli, 2002; Shapiro, 2006), natural characteristics (Beeson et al., 2001; Rappaport, 2007), and crime (Cullen and Levitt, 1999). The current paper measures congestion's negative impact on growth while controlling for the positive benefits afforded by economies of agglomeration. Therefore, besides congestion, the empirical work below also considers the effect of these other variables, which include human capital, crime, climate, and demographics.

The regression results suggest that increases in congestion significantly reduce subsequent employment growth. The best estimate of the annualized elasticity of employment growth with respect to per capita hours of travel delay is −0.02. To put this elasticity in perspective, the results imply that for Los Angeles, a 50% reduction in the level of congestion in 1990 would have generated roughly 100,000 additional jobs by 2003.

The plan of the paper is as follows. Section 2 discusses the econometric model and identification strategies. It also describes the measure of congestion and the instruments. Section 3 presents the results. Section 4 uses the results to calculate counterfactual estimates of changes in employment growth in response to different transportation policies designed to reduce congestion. Section 5 concludes.

2. Methods

This section presents a framework for studying employment growth in metropolitan areas. The basic empirical strategy involves regressing employment growth on initial employment, a measure of congestion, and other explanatory and indicator variables. This section also discusses the data sources, focusing on the congestion measure and its instruments.

2.1. Econometric model

As mentioned previously, the econometric model follows the city growth literature, which explores how initial conditions determine subsequent economic growth. The cross-sectional model is:

$$\ln(E_{i,2003}/E_{i,2003-k}) = \beta \ln(CONG_{i,2003-k}) + \ln(X_{i,2003-k})^\gamma + \phi \ln(E_{i,2003-k}) + \nu_i.$$  (1)

The units of observation are U.S. metropolitan areas, which are indexed by $i$. The dependent variable, $E_{i,2003}/E_{i,2003-k}$, is employment growth between year 2003 and year 2003 − $k$; in the empirical implementation of Eq. (1), $k$ ranges from 13 to 21 years. On the right-hand side of the equation, $CONG$ is a measure of congestion, $X$ is a vector of exogenous explanatory variables, and $\nu$ is white noise. Because the variables are measured in logs, $\beta$ measures the elasticity of employment growth with respect to the initial level of congestion.

Omitted explanatory variables may cause problems when estimating Eq. (1). This omission may bias $\beta$, the coefficient of interest, if important unobservable city characteristics are excluded from $X$. To reduce such bias, Eq. (2) below exploits the availability of panel data for metropolitan areas, and augments Eq. (1) with area fixed-effects denoted by $\alpha$. The panel data model describes employment growth in non-overlapping $q$ year-long periods:

$$\ln(E_{i,2003-nq}/E_{i,2003-nq-k}) = \beta \ln(CONG_{i,2003-nq}) + \ln(X_{i,2003-nq})^\gamma + \delta \ln(E_{i,2003-nq}) + \alpha_i + \epsilon_{i,2003-nq}.$$  (2)

Again, $i$ indexes the MSAs and $n = (1, 2, 3, ...)$ indexes the time periods. In the empirical implementation of Eq. (2), $q$ ranges from 1 to 5 years. For example, when $q = 5$ the first observation will be employment growth in MSA $i$ between 1998 and 2003, the second observation will be employment growth between 1993 and 1998, and so forth. The main benefit of the panel data model is that it accounts for city-specific unobservable characteristics and that it utilizes a larger sample size than the cross-sectional model. However, the need for time-varying instruments for congestion is a drawback relative to the cross-sectional model.

2.2. Congestion data

This subsection describes the congestion data in the study. The analysis is based on a sample of the 85 largest Metropolitan Statistical Areas (MSAs), observed between 1982 and 2003. The sample of MSAs and the time frame are limited by the availability of reliable measures of congestion, but these limitations should not bias the results: congestion is minimal outside the 85 largest MSAs, and it was also minimal before 1982.

The measure of congestion is drawn from the 2005 Urban Mobility Report (Schrank and Lomax, 2005), produced by the Texas Transportation Institute (TTI). The TTI estimates time lost due to congested driving conditions for 85 large urban areas, starting in
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4 MSA boundaries correspond to the 2003 Office of Management and Budget standards.
This measure is based on data from the Highway Performance Monitoring System database of the U.S. Federal Highway Administration (FHWA). Individual states collect the highway data according to guidelines set forth by the FHWA.

The measure of congestion used here is the annual aggregate amount of time lost due to congested driving conditions. The TTI generates this measure using the difference between free-flow and average actual speeds on individual highway segments at different times of day. Free flow speed is just the normal speed limit, assuming no other traffic is present. Average actual speed on highway \( h \) calculated over time period \( \tau \), is a function of traffic volume \( V \), capacity \( K \), and physical road characteristics \( R \):

\[
\text{actual speed}_{h, \tau} = f(V_{h, \tau}, K_{h, \tau}, R_{h, \tau}). \quad (3)
\]

The speed function \( f(\cdot) \) relating these four quantities comes from a traffic flow model, also produced by the TTI.

Using these free-flow and average actual speed measures, the TTI calculates travel delay as follows:

\[
\text{travel delay}_{h, \tau} = \frac{\text{length}_h \cdot V_{h, \tau}}{\text{free flow speed}_h - \text{average actual speed}_{h, \tau}}, \quad (4)
\]

where \( \text{length}_h \) is the centerline mileage of highway \( h \). Summing across highway segments and time periods gives total annual delay for a city.\(^6\) In the empirical work, the measure of congestion in an MSA is travel delay per capita.

Note that this measure of congestion only accounts for time lost due to travel delay. It does not include other congestion-related costs that individuals may incur. For example, individuals with a low tolerance for congestion may sort themselves into less congested cities or into less congested places within a city. They may also rearrange their schedules to avoid rush hour. These behavioral distortions may be costly, but are not included in the congestion measure.

### 2.3. Endogeneity and instrumental variables

As discussed in the introduction, isolating the causal effect of traffic congestion on employment growth is challenging because the two variables are simultaneously determined. Furthermore, it is likely that persistent and unexplained factors affect both employment growth and congestion. Thus, instrumental variables will control for potential endogeneity bias in the estimates. The first instrument for congestion is based on the number of radial road-miles in a given MSA as proposed in a 1947 plan of the Interstate Highway System. Under a mandate from Congress, the Federal Bureau of Public Roads and state officials designed the Interstate Highway System. The stated purpose of the system was to link metropolitan areas, to promote national defense, and to further trade with Mexico and Canada.\(^7\) Although the plan was modified somewhat after 1947, it largely determined the eventual network of Interstate highways. In the cross-sectional regressions, the instrument for base year congestion is planned radial road-miles per capita in each MSA. In the panel data model, the instrument employed is planned radial road-miles per capita interacted with a linear time trend.

It is reasonable to think that radial road-miles from this original plan are orthogonal to changes in employment decades later. The mandate from Congress did not specifically mention promoting employment growth as an impetus for the Interstate Highway System. However, one could argue that those who designed the plan (i.e., state and federal transportation planners) systematically included more Interstate highways in places that were expected to have high employment growth, casting doubt on the validity of the instrument. Even if the plan's designers could accurately predict which cities would grow the most, there are several reasons why the radial road-miles measure is likely to be exogenous.

First, radial highways are segments of the highway network that emanate from city centers, and are designed to provide intercity access. By contrast, beltway highways (which were not drawn in the 1947 plan) provide intracity access, which tends to be more important for commuting. So although radial highways do benefit local residents, their intended effect on local commerce is incidental. Second, the highways are measured in road-miles, which is the centerline length of a particular segment. Road-miles are a measure of the extent of the road network, whereas lane-miles actually measure capacity. Planners anticipating future employment growth would be most concerned with providing an adequate level of freeways capacity. Third, to be a valid instrument, the radial road-miles measure must be orthogonal to employment growth conditional on congestion and the other control variables. It is reasonable to assume that road infrastructure mainly benefits firms and households by reducing the time cost of vehicular travel. Therefore, conditioning on congestion leaves little unexplained employment growth that could be correlated with the radial road-miles measure: the impact of radial-road miles works through congestion. These arguments, along with the distant origin of highway plan, lend credibility to this instrument.

The second instrument for congestion is a measure of each MSA's historical influence on transportation policy. The measure is a running total of Transportation Committee members in the House of Representatives. For the cross-sectional regressions, the measure is constructed as follows. For every session of Congress, beginning with the 80th session in 1947, congressional district boundaries are matched to 2003 MSA boundaries. Using a database of committee assignments (Nelson and Bensen, 1993), transportation committee members are matched to the 85 MSAs in this sample by year. Finally, the yearly member counts are summed by MSA between 1947 and various base years, which are 1982, 1986 and 1990. For the panel regressions, the instrument for the congestion level in a given base year is the MSA's cumulative number of transportation committee members from the prior 10 years.

The empirical work finds that these measures are negatively correlated with base year congestion levels. This finding suggests that transportation committee members garner transportation funding for their constituents, thereby inhibiting congestion formation. However, the political process that appoints committee members poses a threat to the validity of the instrument. For example, if representatives from areas with high expected employment growth rates are systematically appointed to the committee, the instrument may not be valid. This argument is unconvincing, however, for several reasons. For example, incumbency plays a prominent role in committee assignments. Long serving members of congress rarely relinquish their committee posts, which hinders the political process from making assignments based on expected employment growth. Additionally, incumbents on the transportation committee have the advantage of seniority, which gives them more power to procure transportation funds than do junior committee members. So at face value, this political influence measure
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\(^5\) The geographic urban area boundaries that the TTI uses are subsumed by the MSA boundaries. For most cities in the sample, the two geographic area boundaries closely correspond. However, some rural portions of MSAs extend beyond the urban area boundaries. In such cases, it is assumed that congestion levels in rural areas are negligible.

\(^6\) The TTI uses a stratified sample of data to estimate travel delay, because data is not available for every roadway segment for every time of day. Also, note that an explicit measure of accident-related travel delay is absent in Eq. (4). The TTI uses physical attributes of highway segments (e.g., curvature and presence of shoulders) to estimate accident-related delay on individual highway segments and add this amount to their measure of recurring delay.

\(^7\) Baum-Snow (2007) generated the idea of using the Interstate highway plan as an instrument for actual highway construction. For more historical details see U.S. Department of Transportation (1957). For the map of the highway plan, see U.S. Department of Commerce, Bureau of Public Roads (1955).
seems to be a valid instrument. However, validity is less certain if Congressional leaders correctly forecast employment growth, and then act on those forecasts when making transportation committee assignments.

2.4. Control variables and data sources

In the empirical implementation of Eqs. (1) and (2), the vector X includes several control variables. Beyond serving as controls, the effect of these variables on employment growth is also of interest. For example, the level of human capital may increase employment growth, because individual workers with high levels of human capital generate external benefits for other workers via economies of agglomeration. Similarly, X also includes a measure of crime, which may lead to out-migration and thus decrease employment growth in cities. Other control variables include a climate variable, demographic variables, and each MSA’s share of employment in manufacturing. Although there may be other important factors that affect employment growth, reliable annual measures are not available for many American cities.

Data for the control variables are drawn from a variety of sources. The number of employees in each MSA is drawn from the annual County Business Patterns publications provided by the U.S. Census Bureau. The Bureau of Economic Analysis’ Regional Economic Information System provides the metropolitan area population data, which is used to construct per capita measures. The total number of crimes in a metropolitan area is provided by the Bureau of Justice Statistics’ Uniform Crime Reports. Demographic data, which includes racial and age distribution measures, are drawn from the U.S. Census Bureau. For the cross-sectional regressions, the human capital measure equals the percentage of the population with a high school diploma, which is drawn from the U.S. Census. For the panel regressions, the human capital measure is the number of two and four year colleges per capita, and it is provided by the Department of Education’s Integrated Postsecondary Education Data System. The climate variable is the mean January temperature, which is calculated by the National Oceanic and Atmospheric Administration for each metropolitan area’s principal airport. This control is essentially time invariant, and it is not included in the panel regressions. The manufacturing share variable is from the County Business Patterns publications, and it is not included in the panel regressions because it is not consistently defined following the 1997 switch to the North American Industrial Classification System. Table 1 reports descriptive statistics.

3. Results

This section presents the regression results based on the cross-sectional and panel models in Eqs. (1) and (2). For various specifications, OLS and limited information maximum likelihood (LIML) estimation techniques are used. The instrumental variables regressions use LIML, because studies have shown it to perform better than two-stage least squares in the presence of weak instruments (Hahn et al., 2004; Stock and Yogo, 2005).

3.1. Cross sectional estimates

Table 2 presents results from cross-sectional regressions with base years 1982, 1986, and 1990. These estimates portray the long-run response of employment growth to the initial level of congestion. This long-run feature of the model is an advantage; however, less precise estimates due to a small sample size are a drawback.

Eq. (1) is estimated for a set of time periods that vary in length. In each regression, the unit of observation is log MSA employment growth between a particular base year and 2003. The explanatory variables are measured in the base year, and log per capita radial road-miles from the 1947 Interstate Highway plan and historic transportation committee members serve as instruments for congestion. Table 2 also shows results from a regression that includes the congestion measure squared. For that regression, the instrument list also includes the square of each instrument and an interaction between the two instruments.

Conditional on the control variables, the results suggest that high levels of congestion tend to decrease employment growth in the long-run (where the long run is defined as either 21, 17, or 13 years). Starting from the left of Table 2, we see that specifications including the two primary instruments (columns 1–3) yield negative and statistically significant point estimates of β. Furthermore, these estimates increase with k, the number of years between the base and end of each period of employment growth under consideration, and range from −0.234 to −0.336.

Columns 4 and 5 present the base year 1990 specification with the two primary instruments in isolation. The congestion coefficient is −0.241 when only the transportation committee instrument is used, and is −0.231 when only the 1947 plan instrument is used. This set of results lends credibility to the instrumental variables strategy. In a sense, they provide informal evidence that weak-instrument bias is not a problem: two very different instruments yield similar point estimates for the congestion coefficient.

The rightmost specification in column 6 includes congestion and its square, and the corresponding estimated coefficients are −0.186 and −0.083. Evaluating the implied elasticity at the mean value of log congestion per capita in 1990 yields a value of −0.054. Although this value is appreciably smaller than the other estimates, the coefficient on the square term suggests that increases in congestion have a stronger dampening effect on employment growth in more congested cities. Moreover, the point estimates in column 6 are more precise than the estimates presented in other columns.

Also, consider the estimated coefficients for the control variables. Across all specifications, the results suggest that high mean January temperatures are correlated with increased employment growth, and the elasticities range from 0.1 with base year 1990 to 0.4 with base year 1982. This result corresponds with evidence in Rappaport (2007), which documents a U.S. trend in migration to warmer climates. The results in Table 2 also suggest that high initial shares of employment in manufacturing are correlated with lower employment growth; however, the estimates are only marginally significant. The estimated effects of crime and human capital on employment growth are not statistically significant.

Select first-stage results in Table 3 also show that 1947 planned road-miles per capita and transportation committee members are both negatively correlated with congestion levels. The first-stage results are noteworthy in their own right; they suggest that roads
planned or built long ago help inhibit congestion many years later. The evidence for this inhibiting effect is striking, considering other research suggesting that road building induces demand for driving (Noland, 2001; Cervero and Hansen, 2002). One explanation for this finding is that highway segments built long ago may facilitate future capacity expansion. For example, it is less costly to increase capacity by widening an existing roadway than to increase capacity by building an entirely new highway segment.

Table 2 presents results from tests of the overidentifying restrictions. The tests use Hansen's heteroskedasticity-robust J-statistic, which is distributed chi-square with degrees of freedom equal to the degree of overidentification. The null hypothesis of the test is that the overidentifying restrictions are valid. That is, assuming one of the two instruments for congestion is indeed uncorrelated with the error term, failure to reject the null hypothesis supports the validity of the other instrument. The p-values of the Hansen test statistics reported in Table 2 are above 0.5 in all overidentified specifications. Conditional on having one valid instrument, the tests support including both instruments to maximize the asymptotic efficiency of the estimates.

However, it should be noted that overidentification tests are biased and inconsistent if there are not enough valid instruments to exactly identify the relationship, and can also be sensitive to model specification. In light of these disadvantages, the conceptual arguments for instrument validity become paramount.
Also note that the values of the Kleibergen–Paap statistics\(^8\) suggest weak-instrument bias may be a problem, especially in the specification with base year 1986. In instrumental variables regression, weak instruments can bias both the point estimates and the standard errors. When using LIML, one can formally test for weak-instrument bias in the standard errors using an approach proposed by Stock and Yogo (2005). However, that approach is only valid in the case in this situation. Nevertheless, the Stock–Yogo critical values give a rough sense for whether or not the estimated standard errors are too small.\(^9\) The Stock–Yogo critical values for the LIML specification with base year 1986. In instrumental variables regressions, weak-instrument bias may be a problem, especially in the periods of time increase, the precision of the results decreases. This phenomenon is attributable to the reduction in sample size that occurs as the periods of time become larger.

The effects of many of the other control variables are also estimated precisely. The results suggest that the initial level of colleges per capita increases employment growth; the estimated elasticity to these values, they do suggest that the estimated standard errors may be biased in some of the specifications.

3.2. Panel estimates

The results from estimating Eq. (2) are presented in Table 4. The dependent variable in each specification is employment growth across short time periods. In these regressions, employment growth over one to five years periods is considered. In addition to congestion, each of the panel specifications includes a measure of human capital (the number of two and four year colleges per capita), the crime rate, MSA dummy variables, and demographic controls. All of the controls are measured in the base year of the period of growth. In each specification, the robust standard errors are clustered at the MSA level to account for possible within group serial correlation in the residuals.

As explained earlier, the instruments for the initial congestion level in the panel data regressions are similar to those used in the cross sectional regressions. The first instrument is log planned radial road-miles per capita interacted with a linear time trend. The second instrument for the congestion level at time \(t\) is the MSA’s cumulative number of transportation committee members between year \(t\) and year \(t - 10\).

The LIML results suggest that initial congestion levels have a negative and statistically significant effect on employment growth. The magnitude of \(\beta\), the congestion elasticity, monotonically increases with the length of the time periods being analyzed. These estimates range from \(-0.024\) when the period is one year to \(-0.051\) when the period is five years. However, as the length of the periods of time increase, the precision of the results decreases. This phenomenon is attributable to the reduction in sample size that occurs as the periods of time become larger.

The effects of many of the other control variables are also estimated precisely. The results suggest that the initial level of colleges per capita increases employment growth; the estimated elasticity to these values, they do suggest that the estimated standard errors may be biased in some of the specifications.

3.3. Explaining differences in the estimates

Controlling for endogenous congestion yields estimates of \(\beta\), the congestion coefficient, that are more negative than the corresponding OLS estimates in Tables 2 and 4. The LIML estimates from
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8 The Kleibergen–Paap statistic is a generalization of the first stage F-statistic, and is valid when the primary equation contains multiple endogenous regressors; the statistic is also robust to heteroskedasticity and within group serial correlation in the errors.

9 Stock and Yogo do not provide a corresponding test for bias in LIML point estimates.

10 This approach tests the null hypothesis that the actual significance level of a hypothesis test concerning \(\beta\) is less than 10 percent when the nominal significance level is 5 percent.
the panel regressions range from −0.024 to −0.051, while the OLS estimates are statistically indistinguishable from zero. The more negative LIML estimates can be explained by the likely direction of the OLS bias. For example, suppose the congestion measure is positively correlated with the residuals in the employment growth equation—perhaps through an unmeasured city amenity that generates employment and traffic. This would induce positive bias, and draw the OLS estimate of $\beta$ towards zero.

The difference between the elasticity estimates from the two models is also worthy of attention. At first glance, the estimates seem to depend on the specific time period under consideration. Estimates of congestion’s negative effect on employment growth increase monotonically with the length of the time between base and end years. However, the annualized estimates of the congestion elasticity presented in Tables 2 and 4 are largely consistent with one another. Looking across both models, the annualized estimates are quite similar, ranging from

\[ \text{elasticity} \sim -0.024, \text{average} \sim 0.008 \]

The annualized estimates of the elasticity of employment growth with respect to congestion, can be used to calculate counterfactual employment growth.

Counterfactual employment growth $\hat{E}_i$ in city $i$ following a $\kappa$ percent increase in capacity is:

\[
\hat{E}_i = \kappa \times \epsilon_i^{c,K} \times \epsilon_i^{E,C} \times E_i + E_i;
\]

where $\epsilon_i^{c,K}$ is the elasticity of congestion with respect to capacity, $\epsilon_i^{E,C}$ is the elasticity of employment growth with respect to congestion, and $E_i$ is the actual change in employment for city $i$ between 1990 and 2003. Similarly, counterfactual employment growth $\hat{E}_i$ in city $i$ following the imposition of congestion tolls that reduce congestion by $\mu$ percent is:

\[
\hat{E}_i = \mu \times \epsilon_i^{E,C} \times E_i + E_i.
\]

Although the counterfactual estimates in Eqs. (5) and (6) ignore complex changes in behavior and land use that accompany transport policies, they can be used to estimate the first-order response of employment growth to changes in congestion.

The first step in generating counterfactual estimates is obtaining intermediate estimates of how congestion would respond to the policies under consideration. Estimating $\epsilon_i^{c,K}$, the elasticity of hours of travel delay with respect to freeway capacity, is straightforward. The Texas Transportation Institute provides measures of the two most important determinants of congestion—volume (measured in vehicle miles traveled per person) and capacity (measured in freeway lane-miles per person). Estimates of $\epsilon_i^{c,K}$ are based on an OLS regression of travel delay per person on volume, capacity, the interaction between volume and capacity, and Census division dummies. The elasticities for the ten most congested MSAs are presented in column 2 of Table 6.\(^{11}\)

Estimating how much congestion pricing would reduce travel delay is difficult. No American cities have implemented comprehensive congestion tolls. However, estimates from sophisticated simulation models of travel behavior and the actual experience of European cities with cordon tolls provide a basis for this analysis. A simulation of traffic in the city of Cambridge, England by May and Milne (2000) shows that a cordon toll of 90 pence would reduce travel delay within the charge area by 70–90%. Another simulation by Safirova et al. (2003) shows that a comprehensive toll of seven cents per mile in Washington D.C. would increase speeds by 12% on the Beltway, reducing delays 37% during rush hour.

\(^{11}\) All variables are in logs. Interacting volume and capacity makes the elasticity of congestion with respect to capacity for MSA $i$ a function of traffic volume in MSA $i$. The full set of regression results are not presented in tabular form, but are available upon request.
Table 6  
Counterfactual scenarios.  
This table presents counterfactual estimates of employment growth for the 10 most congested metropolitan areas in 1990. The estimates are based on the adoption of various transportation policies:  
\[ E_i = 0.1 \times \varepsilon_i^K \times \varepsilon_i^C \times E_i + E_i, \]
\[ \hat{E}_i = -0.5 \times \varepsilon_i^K \times \varepsilon_i^C \times E_i + E_i. \]

<table>
<thead>
<tr>
<th>Area</th>
<th>Elasticity of congestion with respect to freeway capacity</th>
<th>Elasticity of employment growth with respect to congestion</th>
<th>Actual employment growth between 2003 and 1990</th>
<th>Employment growth with 10% increase in freeway capacity</th>
<th>Employment growth with tolls that reduce congestion 50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Los Angeles–Long Beach–Santa Ana</td>
<td>–1.756</td>
<td>–0.466</td>
<td>567,983</td>
<td>614,428</td>
<td>700,235</td>
</tr>
<tr>
<td>San Jose–Sunnyvale–Santa Clara</td>
<td>–2.045</td>
<td>–0.415</td>
<td>78,512</td>
<td>85,178</td>
<td>94,811</td>
</tr>
<tr>
<td>San Francisco–Oakland–Fremont</td>
<td>–1.904</td>
<td>–0.399</td>
<td>321,437</td>
<td>345,833</td>
<td>385,488</td>
</tr>
<tr>
<td>Seattle–Tacoma–Bellevue</td>
<td>–1.994</td>
<td>–0.292</td>
<td>414,979</td>
<td>439,124</td>
<td>475,529</td>
</tr>
<tr>
<td>Detroit–Warren–Livonia</td>
<td>–1.967</td>
<td>–0.287</td>
<td>243,373</td>
<td>257,108</td>
<td>278,288</td>
</tr>
<tr>
<td>Houston–Sugar Land–Baytown</td>
<td>–1.954</td>
<td>–0.283</td>
<td>852,213</td>
<td>899,335</td>
<td>972,784</td>
</tr>
<tr>
<td>New York–Northern New Jersey–Long Island</td>
<td>–1.801</td>
<td>–0.278</td>
<td>725,558</td>
<td>761,919</td>
<td>826,506</td>
</tr>
<tr>
<td>Washington–Arlington–Alexandria</td>
<td>–1.976</td>
<td>–0.264</td>
<td>638,082</td>
<td>671,332</td>
<td>722,220</td>
</tr>
<tr>
<td>Chicago–Naperville–Joliet</td>
<td>–1.921</td>
<td>–0.262</td>
<td>734,909</td>
<td>771,968</td>
<td>831,351</td>
</tr>
<tr>
<td>San Diego–Carlsbad–San Marcos</td>
<td>–1.963</td>
<td>–0.248</td>
<td>406,612</td>
<td>426,444</td>
<td>457,129</td>
</tr>
</tbody>
</table>

Notes: The ten MSAs in this table had the highest levels of congestion in 1990 and are sorted in descending order. The letter i indexes MSAs. The elasticities in the second column depend on the actual amount of vehicle miles traveled in each of the 10 MSAs. Similarly, the elasticities in the third column depend on estimates from column 6 in Table 2 and the actual amount of travel delay in each of the 10 MSAs.

In addition, the experiences of London and Stockholm show that the imposition of congestion pricing significantly reduced travel delay. Santos and Fraser (2006) evaluate the London Congestion Charging Scheme, and they report that within the charge area, actual speeds increased 14–21% after the city introduced a £5 cordon toll. Similarly, Transport for London (2007) reported that the cordon toll initially reduced travel delays in the charge area by 30%. Stockholm also implemented a cordon toll, and during the initial six month trial period which began in 2006, the City of Stockholm reported reductions in travel delay of 30–50% (Stockholmsförädlingsstudien, 2006). Even though transportation systems differ in American and European cities, the evidence from congestion pricing schemes in Stockholm and London suggest that cordon tolls can achieve significant reductions in delay.

Table 6 presents two sets of counterfactual estimates of employment growth between 1990 and 2003 for the ten most congested U.S. metropolitan areas. Column 3 contains estimates of the elasticity of employment growth with respect to congestion, \( \varepsilon_i^C \), which are based upon the estimates in column 6 of Table 2. Counterfactual employment growth in column 5, \( \hat{E}_i \), is based upon a 10% increase in free capacity in 1990. To put the 10% increase in perspective, actual free capacity congestion for the ten most congested cities ranged from 8 to 26% between 1990 and 2003. Column 6 contains counterfactual estimates of employment growth \( \hat{E}_i \) based upon a road pricing scheme that reduces congestion by 50%, which is in the middle of the range of reductions that simulations and the experience of London and Stockholm suggest.

The results indicate that modest capacity expansion and road pricing policies have similar effects on employment growth in congested cities. Moreover, the amount of additional employment growth in each counterfactual scenario is not trivial. For the ten most congested cities, the estimates of employment growth following a 10% increase in capacity, seen in Table 5, are 4–11% higher than the actual amounts. Likewise, the increases in employment growth following road pricing that reduces congestion by 50% are 10–30% higher than the actual amounts. These results do not imply the superiority of one policy over the other, as this analysis does not account for costs. However, the purpose is to show that the potential effects on employment growth are substantial and that policy makers should include such benefits in future analyses of transportation policies.

5. Conclusion

This paper undertook the difficult task of measuring traffic congestion’s feedback effect on employment growth. Although one would expect to find negative feedback, measuring the magnitude of the effect is challenging because the two variables are simultaneously determined. To avoid endogeneity bias, the analysis used a unique set of instrumental variables and found robust evidence that congestion dampens subsequent employment growth. The analysis also found that the dampening effect on growth is nonlinear and more intense in highly congested places. In the long run, these effects are substantial. For Los Angeles, the most congested MSA in 1990, annual travel delay was approximately 50 hours per person. The estimates imply that a 10% increase in congestion, for a city with delay comparable to that of Los Angeles, would reduce subsequent long-run employment growth by 4%. Thus, if the current trends in urbanization continue, additional cities will experience very high levels of congestion and the ensuing reduction in employment growth will be large.

The results of the present paper complement the findings of Boarnet (1997) and Fernald (1999) and, taken together, suggest that congestion has a broad negative impact on economic growth. The public policy implication is clear: reducing inefficient traffic congestion, though desirable in itself, has the added benefit of increasing employment growth. Cities can realize these benefits by expanding road capacity or by implementing congestion pricing, a possibility that should be taken into account in future cost-benefit analyses of such policies.
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