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• Identify border crossers to enable
dispatchers to alert agents in the field

• Limited success matching images where a
person’s face is partially visible due to
pose or illumination

Illegal border crossers [1]
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Face Detection: SANet [2]
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Face Reconstruction and Relighting: FRnR [3]

Image

Frontalized facial 
texture

Facial Patches

Divide

UR2D 
pipeline

Divide

Occlusion PatchesOcclusion map

Pose-Invariant Template Generation: OGCTL [4]
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Method Tem. 
Size FAR=10-3 FAR=10-2 FAR=10-1

VGG-CNN 16KB 75.0 86.0 95.0
OGCTL 0.5KB 83.9 91.8 97.5

Face verification performance on IARPA Janus  IJB-C database
TAR (True Accept Rate %) against the FAR (False positive rate %) 

Method
UHDB31.R0128

I01 I03 I05 Mean

ArcFace 87.60 90.32 87.51 88.48

ArcFace-
FRnR 89.17 92.04 89.54 90.25

Rank-1 Identification Rate on UHDB31

Precision-Recall: WIDER FACE (Hard Set)

Input Images Proposed Template Generator Proposed Loss Functions

Occlusion-aware Template Generation: OREO [5]

Method
1:1 Verification TAR (%) @ FAR=
10−3 10−2 10−1

ArcFace 91.14 95.98 97.92
OREO 92.81 97.11 99.37

Face verification performance on IARPA Janus  IJB-C database
TAR (True Accept Rate %) against the FAR (False positive rate %) 

FRnR improved ArcFace in all set of illuminations by 2%.

OREO improved ArcFace by at least 1%.

SANet employs attention-mechanism feature fusion 
and context enhancement to improve the 

performance of detecting small faces.

OGCTL template is 32 times smaller in size and 8% more accurate.
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